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#### Abstract

This is an algebraic paper which demonstrates some algebraic connections between the YangMills and the sine-Gordon equation.
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The algebraic study of harmonic maps as pursued in this paper had its first appearance in papers by Calabi in 1967 [1] and Chern in 1970 [2] on minimal surfaces in spheres. Those papers were widely read, but were developed more fully only after the appearance of work by theoretical physicists, who became interested in harmonic maps from two-dimensional domains as toy models for gauge theories. Work of these physicists [3,4] on classification problems greatly stimulated the mathematics community [5], and by now the literature is too large to detail in an introduction. However, the extensive work of Zakrzewski and his students is fundamental to newer developments [16,17].

My own interest was also inspired by work of theoretical physicists on KacMoody Lie algebras [6-8]. The concise development of their ideas led to my first paper, "Harmonic maps into Lie groups" [9], of which the present paper is a follow-up. As we said before, originally some of this work with chiral models, or minimal surfaces in groups, was meant as a toy model for gauge theories. At one time it was believed that there might be a more direct relationship with conformal field theories, but I believe that seems doubtful at the moment.

This is an algebraic paper, which simply demonstrates some algebraic connections among the various equations. The relationship between the harmonic map equation and the Yang-Mills equation has been known for many years. It was, in fact, Roger Penrose who pointed out to me what is in the end the correct interpretation of the reality conditions. To obtain the sigma model naturally from the Yang-Mills equations, one needs to use the somewhat unusual signature ++- in four-dimensional space.

Section 1 derives the harmonic maps from $\mathrm{E}^{2}$ and $\mathrm{E}^{1.1}$ into a Lie group $G$ as dimensionally reduced self-dual Yang-Mills on $\mathrm{E}^{2,2}$ with structure group $G$. Section 2 describes the gauge-invariant harmonic map equations and the construction of the physicists' Wess-Zumino terms from this gauge-invariant equation. Section 3 describes the equation which must appear as we dimensionally reduce self-dual Yang-Mills equations in $\mathrm{E}^{2,2}$ along planes which rotate from definite $\mathrm{E}^{2}$ to indefinite $\mathrm{E}^{1,11}$ signatures. Section 4 contrasts the global algebraic structures of harmonic maps from $\mathrm{E}^{2}$ (or $\mathrm{S}^{2}$ ) and from $\mathrm{E}^{1,1,}$. Section 5 gives what I consider an elegant gauge-theoretic derivation of the relationship between harmonic maps from $\mathrm{E}^{1,1}$ into $\mathrm{S}^{2}$ and the sine-Gordon equation. Section 6 translates our loop group action from harmonic maps to the sine-Gordon equation and shows how the Bäcklund transformations are really the same in each case.

My original goal in pursuing these ideas is to find a geometric approach to a quantum theory. An additional paper on symplectic and Poisson structure will follow. However, the original goal is elusive.
The reader will find this paper much easier to read if portions of the preceding paper, "Harmonic maps into Lie groups" [9], are read first.

## 1. Dimensional reduction from Yang-Mills

The self-dual Yang-Mills equations have become a fundamental tool in smooth four-manifold topology. The three-dimensional monopole equation, obtained by dimensional reduction from the four-dimensional self-dual equations, has generated nearly as much interest [ 10,11 ]. Further reduction to two dimensions yields a set of equations in a Riemann surface which have been extensively studied by Hitchin and are interesting in their own right [12].

A further bit of background information is that the Minkowski (signature -+++ or +--- ) version of the self-dual Yang-Mills equations is incompatible with the usual reality conditions required by a compact gauge group. However, a third possibility exists: that of using the signature + + - for spacetime. Dimensional reduction to three dimensions yields what should be a fascinating set of hyperbolic first-order equations. In this paper we discuss the further reduction to two dimensions. Most of the reductions lead either to an elliptic or to a hyperbolic equation which is equivalent to the harmonic map equation from domains in $\mathrm{E}^{2}$ or $\mathrm{E}^{1.1}$ into the gauge group $G$.

We first discuss the elliptic reduction. Both the self-dual formalism and the elliptic harmonic map equation are more familiar to differential geometers. To describe the harmonic map equation, we recall that if $s: M \rightarrow G$ is a map, then $s$ is harmonic when

$$
\begin{equation*}
\mathrm{d}\left(s^{-1} * \mathrm{~d} s\right)=0 \tag{1}
\end{equation*}
$$

In the case $M$ is two dimensional, *: $T^{*} M \rightarrow T^{*} M$ depends only on the conformal structure, and the equation for harmonic maps is a conformal invariant. We lose very little, especially in treating the local theory, by assuming $M=\Omega \subseteq \mathrm{E}^{2}$ (or in fact $\Omega \subseteq \mathrm{E}^{1,1}$ in the indefinite case ).

We always want to work in characteristic coordinate patches. For $\Omega \subseteq \mathrm{E}^{2} \simeq \mathbb{C}$, we use the complex coordinates $(z, \bar{z})$, in which the harmonic map equation (1) becomes

$$
\begin{equation*}
\partial\left(s^{-1} \bar{\partial} s\right)+\bar{\partial}\left(s^{-1} \partial s\right)=0 \tag{2}
\end{equation*}
$$

Here $\bar{\partial}=\partial / \partial \bar{z}$ and $\partial=\partial / \partial z$. Our formulation fundamentally involves the introduction of the Lie algebra $g$-valued one-form

$$
\begin{equation*}
A=\frac{1}{2} s^{-1} \mathrm{~d} s=A_{\bar{z}} \mathrm{~d} \bar{z}+A_{z} \mathrm{~d} z=\frac{1}{2}\left(s^{-1} \bar{\partial} s \mathrm{~d} \bar{z}+s^{-1} \partial s \mathrm{~d} z\right) \tag{3}
\end{equation*}
$$

Note $\left\{A_{z}(p), A_{z}(p)\right\} \subseteq g \otimes \mathbb{C}=g_{c}$.
We get two equations for $A$ when $s$ is harmonic. Equation (4a) is the harmonic equation and eq. (4b) is the local consistency condition for the existence of $s^{-1} \mathrm{~d} s=2 A$ :

$$
\begin{gather*}
\mathrm{d} * A=\left(\partial A_{\bar{z}}+\bar{\partial} A_{z}\right) \mathrm{d} z \wedge \mathrm{~d} \bar{z}=0  \tag{4a}\\
\mathrm{~d} A+(A \wedge A)=\left(\partial A_{\bar{z}}-\bar{\partial} A_{\bar{z}}+2\left[A_{z}, A_{\bar{z}}\right]\right) \mathrm{d} z \wedge \mathrm{~d} \bar{z}=0 \tag{4b}
\end{gather*}
$$

In a simply connected domain $\Omega \subseteq \mathbb{C}$, a solution to (4) is equivalent to the existence of a harmonic map $s: \Omega \rightarrow G$ satisfying (2) and (3). However, the form in which our harmonic map equation is to be recognized is through the parameterized family of flat connections $D(\lambda)$ for $\lambda \in \mathbb{C}^{*}$,

$$
\begin{equation*}
D_{\lambda}=\left[\bar{\partial}+(1-\lambda) A_{\bar{z}}\right] \mathrm{d} \bar{z}+\left[\partial+\left(1-\lambda^{-1}\right) A_{z}\right] \mathrm{d} z \tag{5}
\end{equation*}
$$

The connection one-form of $D_{\lambda}$ has values in the complexified Lie algebra $g_{c}$ for $\lambda \in \mathbb{C}^{*}$ but in the Lie algebra for $\lambda=(\bar{\lambda})^{-1} \in S^{1}$.

Theorem 1.1. The Lie algebra-valued one-form A represents a harmonic map $s: \Omega \rightarrow G$ if and only if the associated connections $D_{\lambda}$ are flat $\lambda \in \mathrm{S}^{1}$, i.e.,

$$
\begin{equation*}
\left[\bar{\partial}+(1-\lambda) A_{\bar{z}}, \partial+\left(1-\lambda^{-1}\right) A_{z}\right]=0 \tag{6}
\end{equation*}
$$

Now we review the self-dual Yang-Mills equation in a similar formalism. First we remind our readers of the usual definite self-dual equations on $\mathcal{O} \subseteq \mathrm{E}^{4}$. The independent variable is the Lie algebra-valued one-form

$$
A=\sum_{i=1}^{4} A_{i} \mathrm{~d} x^{i}
$$

The one-form $A$ is self-dual when the curvatures

$$
F_{i j}=\left[\partial / \partial x^{i}+A_{i}, \partial / \partial x^{j}+A_{j}\right]
$$

satisfy

$$
F=\sum F_{i j} \mathrm{~d} x^{i} \wedge \mathrm{~d} x^{j}=* F .
$$

In the signature of $\mathrm{E}^{4}$, this becomes in coordinates just

$$
\begin{equation*}
F_{12}=F_{34}, \quad F_{13}=-F_{24}, \quad F_{14}=F_{23} . \tag{7}
\end{equation*}
$$

However, it is more useful to introduce characteristic coordinates into $\mathrm{E}^{4} \simeq \mathbb{C}^{2}$ by setting $z=x^{1}+\mathrm{i} x^{2}, w=x^{3}+\mathrm{i} x^{4}, \bar{z}=x^{1}-\mathrm{i} x^{2}, \bar{w}=x^{3}-\mathrm{i} x^{4}$. Then (7) becomes

$$
\begin{equation*}
F_{z, \bar{w}}=F_{w, \bar{z}}=0, \quad F_{z, \bar{z}}+F_{\bar{w}, w}=0 . \tag{8a,b}
\end{equation*}
$$

The curvature or Lax pair formulation is that $A$ is self-dual if and only if the curvature in certain families of complex two-planes vanishes. This can be written

$$
\begin{equation*}
\left[\frac{\partial}{\partial \bar{z}}+A_{\bar{z}}+\lambda\left(\frac{\partial}{\partial \bar{w}}+A_{\bar{w}}\right), \frac{\partial}{\partial z}+A_{z}-\lambda^{-1}\left(\frac{\partial}{\partial w}+A_{w}\right)\right]=0, \tag{9}
\end{equation*}
$$

where $\lambda \in \mathbb{C} P^{1}$ under the appropriate projectivized formula. Note that we have given the self-dual formulation, which differs from the more natural and usual anti-self-dual formulation by the change of orientation which exchanges $w \leftrightarrow \bar{w}$ ( $x^{4} \rightarrow-x^{4}$ ).
Now the change in signature from $\mathrm{E}^{4}$ to $\mathrm{E}^{2,2}$ makes a very slight but very important change in these equations. Equation (7) becomes

$$
F_{12}=-F_{34}, \quad F_{13}=-F_{24}, \quad F_{14}=F_{23} .
$$

This leaves ( 8 a ) unchanged but replaces ( 8 b ) by

$$
\begin{equation*}
F_{z, \bar{z}}+F_{w, \bar{w}}=0 . \tag{8c}
\end{equation*}
$$

The Lax pair or twistor formulation for this case follows that for the case of $\mathrm{E}^{4}$ and definite signature. The proof is just a calculation.

Theorem 1.2. The Lie algebra-valued one-form A solves the indefinite self-dual Yang-Mills equations in $\mathrm{E}^{2,2}$ if and only if the curvatures in the families of planes parameterized by $\lambda \in \mathbb{C} P^{1}$ vanish:

$$
\begin{equation*}
0=\left[\frac{\partial}{\partial \bar{z}}+A_{z}+\lambda\left(\frac{\partial}{\partial \bar{w}}+A_{w}\right), \frac{\partial}{\partial z}+A_{z}+\lambda^{-1}\left(\frac{\partial}{\partial w}+A_{w}\right)\right] . \tag{10}
\end{equation*}
$$

The essential difference between the two cases lies in the fact that in the definite case there are no real characteristic planes. The complex planes in the twistor formulation solve

$$
\bar{z}=\lambda^{-1} \bar{w}+\alpha, \quad z=-\lambda w+\beta
$$

However, in the indefinite $\mathrm{E}^{2.2}$ case, the planes become

$$
\bar{z}=\lambda^{-1} \bar{w}+\alpha, \quad z=\lambda w+\beta,
$$

which for $\lambda=\bar{\lambda}^{-1}$ and $\alpha=\bar{\beta}$ are in a real plane $\mathbb{R}^{2} \subseteq \mathbb{R}^{4}$. This leads to the following proposition.

Theorem 1.3. Given the g -valued one-form $A$ solving (10) in $\mathcal{O}$, a simply connected domain, and $\rho \in \mathrm{S}^{1}$, there exists a gauge transformation $U_{\rho}: \mathcal{O} \rightarrow G$ such that $\tilde{A}=$ $u_{\rho}^{-1}\left(A u_{\rho}+\mathrm{d} u_{\rho}\right)$ satisfies

$$
\begin{equation*}
\tilde{A}+\rho \tilde{A}_{w}=0, \quad A_{z}+\rho A_{w}=0 \tag{11}
\end{equation*}
$$

Proof. Since the curvatures of the real planes parameterized by $\rho \in S^{1}$ vanish, there exists a gauge transformation which trivializes the connections on these planes.

We do not actually want to carry out this gauge change at this point. One of our goals is to obtain a gauge-invariant formulation of the harmonic map equation.

The first dimensional reduction we accomplish merely by assuming that we have a solution to (11) in $\mathcal{O}=\Omega \times \mathbb{C} \subseteq \mathbb{C} \times \mathbb{C} \simeq \mathrm{E}^{2,2}$ which is independent of the variables $\left(x^{3}, x^{4}\right) \simeq(w, \bar{w}) \in \mathbb{C}$. There are fancier ways to say this (we do so later). For some mysterious reason, we obtain an identification of ( $\mathrm{d} w \sim \mathrm{~d} z, \mathrm{~d} \bar{w} \sim \mathrm{~d} \bar{z}$ ) if we are to obtain conformal equations. Let $B=B_{\bar{z}} \mathrm{~d} \bar{z}+B_{z} \mathrm{~d} z$, where $A_{\bar{w}}=B_{\bar{z}}$, $A_{w}=B_{z}$.

Theorem 1.4. Let $A=A_{z} \mathrm{~d} z+A_{\bar{z}} \mathrm{~d} \bar{z}$ and $B=A_{w} \mathrm{~d} \bar{z}+A_{w} \mathrm{~d} z$ represent a dimensionally reduced solution to the indefinite self-dual Yang-Mills equations in $\mathcal{O}=\Omega \times \mathbb{C} \subseteq \mathrm{E}^{2,2}$ to $\Omega \subseteq \mathrm{E}^{2}$. Then

$$
\begin{equation*}
\left[\partial / \partial \bar{z}+A_{\bar{z}}+\lambda B_{\bar{z}}, \partial / \partial z+A_{z}+\lambda^{-1} B_{z}\right]=0 \tag{12}
\end{equation*}
$$

Furthermore, if $\Omega$ is simply connected, then there exists an (essentially) unique gauge transformation $u: \Omega \rightarrow G$ such that if

$$
\tilde{A}=u^{-1}(A u+\mathrm{d} u), \quad \tilde{B}=u^{-1} B u
$$

then $\tilde{A}+\widetilde{B}=0$ and

$$
\left[\partial / \partial \bar{z}+(1-\lambda) \tilde{A}_{z}, \partial / \partial z+\left(1-\lambda^{-1}\right) A_{z}\right]=0
$$

Furthermore $\tilde{A}=\frac{1}{2} s^{-1} \mathrm{~d} s$, where $s$ is harmonic.
Proof. We obtain (12) from (8a) and (8c) by assuming that the one-form $A$ satisfies $(\partial / \partial \bar{w}) A=(\partial / \partial w) A=0$. The gauge change $u$ simply trivializes the flat connection in $\Omega$,

$$
D_{\lambda}=\left(\left(\partial+A_{z}+\lambda B_{z}\right) \mathrm{d} \bar{z},\left(\partial+A_{z}+\lambda^{-1} B_{z}\right) \mathrm{d} z\right),
$$

at $\lambda=1$. If you like, $u=u_{1}$ trivializes the family of flat connections at $\lambda=1, u_{-1}$ trivializes the same family at $\lambda=-1$, and $s=u_{1}^{-1} u_{-1}$ is harmonic. Because the trivialization of a flat connection is unique up to an element of $G, s$ is unique up to multiplication by constants in $G$ on both the left and the right.

Note that the converse of this theorem is naively true. However, one elegant corollary gives a more geometric explanation of the $\mathrm{S}^{1}$ action described in section 8 of our first paper [9].

Corollary 1.5. The rotation $\lambda \rightarrow \rho \lambda, A \rightarrow A$ and $B \rightarrow \rho^{-1} B$ results in an $S^{1}$ action on harmonic maps.

Proof. This is an obvious description of a transformation of the self-dual YangMills equations which preserves the real structure of $G$ when $\rho=\bar{\rho}^{-1}$ and commutes with dimensional reduction. Therefore, it leads to an action on harmonic maps which is unique up to dividing on the left and right by constants. Let $u_{\rho}$ trivialize the self-dual connection $D_{\lambda}$. Then $\rho^{*} s=u_{\rho}^{-1} u_{-\rho}$.

In dealing with the Minkowski reduction, we need only remark on the differences between the Euclidean and Minkowski versions. For harmonic maps, we simply replace the characteristic coordinates in $\mathrm{E}^{2},(z, \tilde{z})=(x+\mathrm{i} y, x-\mathrm{i} y)$, by light cone coordinates in $\mathrm{E}^{1,1},(\xi, \eta)=(x+t, x-t)$. It will serve us conceptually to replace $\lambda$ by $\sigma$ also. Then, if we prime the numbers for the Minkowski versions of our Euclidean equations, we have

$$
\begin{gather*}
\frac{\partial}{\partial \eta}\left(s^{-1} \frac{\partial s}{\partial \xi}\right)+\frac{\partial}{\partial \xi}\left(s^{-1} \frac{\partial s}{\partial \eta}\right)=0  \tag{2'}\\
A=\frac{1}{2} s^{-1} \mathrm{~d} s=A_{\eta} \mathrm{d} \eta+A_{\xi} \mathrm{d} \xi=s^{-1} \frac{\partial s}{\partial \eta} \mathrm{~d} \eta+s^{-1} \frac{\partial s}{\partial \xi} \mathrm{~d} \xi \\
\frac{\partial}{\partial \eta} A_{\xi}+\frac{\partial}{\partial \xi} A_{\eta}=0, \quad \frac{\partial}{\partial \eta} A_{\xi}-\frac{\partial}{\partial \xi} A_{\eta}+2\left[A_{\eta}, A_{\xi}\right]=0 \\
D_{\sigma}=\left(\partial / \partial \eta+(1-\sigma) A_{\eta} \mathrm{d} \eta, \partial / \partial \xi+\left(1-\sigma^{-1}\right) A_{\xi} \mathrm{d} \xi\right) \tag{5'}
\end{gather*}
$$

note that the flat connection $D_{\sigma}$ is defined to lie in $g_{\mathbb{c}}$ for $\sigma \in \mathbb{C}^{*}$, but in g for $\sigma \in \mathbb{R}$; clearly $\lambda \neq \sigma$, as $D_{\lambda}$ was real for $\lambda \in \mathrm{S}^{1}$;

$$
\left[\partial / \partial \eta+(1-\sigma) A_{\xi}, \partial / \partial \xi+\left(1-\sigma^{-1}\right) A_{\xi}\right]=0
$$

The equivalent of theorem 1.1 says that in a simply connected domain $\Omega \subseteq \mathrm{E}^{1,1}$, ( $6^{\prime}$ ) is equivalent to the existence of the harmonic map $s: \Omega \rightarrow G$. This completes
a condensed description of the Minkowski version of harmonic maps.
Of course, we need not repeat our introductory remarks on self-dual YangMills equations. However, it will be easier to understand the Minkowski reduction if we introduce variables which are characteristic for this reduction. Let $\xi=x^{1}+x^{3}, \eta=x^{1}-x^{3}, \xi^{\prime}=x^{2}+x^{4}$ and $\eta^{\prime}=x^{2}-x^{4}$.

Lemma 1.6. Equation (10) written in null-cone variables becomes

$$
\begin{equation*}
0=\left[\frac{\partial}{\partial \eta}+A_{\eta}+\sigma\left(\frac{\partial}{\partial \xi^{\prime}}+A_{\xi^{\prime}}\right), \frac{\partial}{\partial \xi}+A_{\xi}+\sigma^{-1}\left(\frac{\partial}{\partial \eta}+A_{\eta}\right)\right], \tag{13}
\end{equation*}
$$

where $\sigma=-\mathrm{i}[(\lambda+1) /(\lambda-1)]$.
Proof. Naively we consider (10) to be the vanishing of the commutator of two operators $\left[L_{1}, L_{2}\right]=0$,

$$
\begin{aligned}
& L_{1}=\frac{\partial}{\partial x^{1}}+A_{1}+\mathrm{i}\left(\frac{\partial}{\partial x^{2}}+A_{2}\right)+\lambda\left[\frac{\partial}{\partial x^{3}}+A_{3}+\mathrm{i}\left(\frac{\partial}{\partial x^{3}}+A_{3}\right)\right] \\
& L_{2}=\lambda\left[\frac{\partial}{\partial x^{1}}+A_{1}-\mathrm{i}\left(\frac{\partial}{\partial x^{2}}+A_{2}\right)\right]+\frac{\partial}{\partial x^{3}}+A_{3}-\mathrm{i}\left(\frac{\partial}{\partial x^{4}}+A_{4}\right)
\end{aligned}
$$

Add and subtract the two to get the two operators

$$
\begin{aligned}
& L_{1}+L_{2}=(\lambda+1)\left(\frac{\partial}{\partial x^{1}}+A_{1}+\frac{\partial}{\partial x^{3}}+A_{3}\right)-\mathrm{i}(\lambda-1)\left(\frac{\partial}{\partial x^{2}}+A_{2}-\frac{\partial}{\partial x^{4}}-A_{4}\right) \\
& L_{2}-L_{1}=(+\lambda-1)\left(\frac{\partial}{\partial x^{1}}+A_{1}-\frac{\partial}{\partial x^{3}}-A_{3}\right)-\mathrm{i}(\lambda+1)\left(\frac{\partial}{\partial x^{2}}+A_{2}+\frac{\partial}{\partial x^{4}}+A_{4}\right)
\end{aligned}
$$

Now introduce the characteristic coordinates $(\xi, \eta)$ and ( $\xi^{\prime}, \eta^{\prime}$ ) as described above. At the same time, divide the first by $2(\lambda+1)$ and the second by $2(\lambda-1)$. This gives the two operators

$$
\begin{aligned}
& W_{1}=\frac{L_{1}+L_{2}}{2(\lambda+1)}=\frac{\partial}{\partial \xi}+A_{\xi}-\mathrm{i} \frac{\lambda-1}{\lambda+1}\left(\frac{\partial}{\partial \eta^{\prime}}+A_{\eta^{\prime}}\right), \\
& W_{2}=\frac{L_{2}-L_{1}}{2(\lambda-1)}=\frac{\partial}{\partial \eta}+A_{\eta}-\mathrm{i} \frac{\lambda+1}{\lambda-1}\left(\frac{\partial}{\partial \xi^{\prime}}+A_{\xi^{\prime}}\right) .
\end{aligned}
$$

Substitute $\sigma=-\mathrm{i}(\lambda+1) /(\lambda-1)$, and the vanishing of the commutator of $L_{1}$ and $L_{2}$ is equivalent to the vanishing of the commutator of $W_{1}$ and $W_{2}$ except at $\lambda= \pm 1$. The substitution of $\sigma$ for $\lambda$ replaces $\lambda \in S^{\prime}$ by $\sigma \in \mathbb{R}$, which is consistent with our comments following (5').

We now follow the same reasoning as for the Euclidean case. Dimensional reduction follows from assuming invariance with respect to $\partial / \partial \eta^{\prime}$ and $\partial / \partial \xi^{\prime}$.

Theorem 1.7. The self-dual Yang-Mills equations on $\Omega \times \mathrm{E}^{1,1} \subseteq \mathrm{E}^{1,1} \times \mathrm{E}^{1,1}=\mathrm{E}^{2,2}$ when dimensionally reduced to $\Omega$ become

$$
\begin{equation*}
\left[\partial / \partial \eta+A_{\eta}+\sigma B_{\eta}, \partial / \partial \xi+A_{\xi}+\sigma^{-1} B_{\xi}\right]=0 \tag{14}
\end{equation*}
$$

where $\sigma \in \mathbb{C}^{*}, A=A_{\eta} \mathrm{d} \eta+A_{\xi} \mathrm{d} \xi$ and $B=A_{\xi^{\prime}} \mathrm{d} \eta+A_{\eta^{\prime}} \mathrm{d} \xi$. If this equation is satisfied and $\Omega$ is simply connected then there is an essentially unique gauge transformation $u: \Omega \rightarrow G$ such that if $u^{-1} A u+u^{-1} \mathrm{~d} u=\tilde{A}$ and $u^{-1} B u=\widetilde{B}$, then $\tilde{A}+\widetilde{B}=0$ and $\tilde{A}=\frac{1}{2} s^{-1} \mathrm{~d} s$ is the one-form associated to a harmonic map $s: \Omega \rightarrow G$.

The proof is the same as for the Euclidean version.

## 2. The indefinite self-dual equations and Wess-Zumino terms

Some of the results in this chapter can be found in ref. [13]. We begin with a more global description of the reduced elliptic equations. Let $M$ be any piece of surface, simply connected or not, and consider $M$ as a complex one-manifold. Let $P$ be a principal bundle with structure group $G$ over $M$. The Lie algebra-valued one-forms $A=A_{z} \mathrm{~d} \bar{z}+A_{z} \mathrm{~d} z$ of our previous chapter become invariantly described as the connection $D$ on $P$. The unknowns ( $A_{\bar{w}}, A_{w}$ ) have already been identified with a Lie algebra-valued one-form $B=A_{\bar{w}} \mathrm{~d} \bar{z}+A_{w} \mathrm{~d} z$, so $B_{\bar{z}}=A_{\bar{w}}, B_{z}=A_{w}$. Globally $B$ is to be a section of the bundle $\operatorname{Ad} P \otimes T_{c}^{*} M$, where $\operatorname{Ad} P$ is the associated bundle Ad $P=P \otimes_{\text {Ad }}$ g. In Hitchin's and Simpson's description of the related problem obtained from the self-dual equations on $\mathrm{E}^{4}, B$ plays the role of a Higgs field. Let ' and " indicate the ( 1,0 ) and ( 0,1 ) parts of complex one-forms. The case we are considering has been treated in detail by Valli [14].

Definition. The indefinite self-dual equations on $P$ consist of the equations

$$
\begin{equation*}
D^{\prime} B^{\prime \prime}=D^{\prime \prime} B^{\prime \prime}=0, \quad\left[D^{\prime}, D^{\prime \prime}\right]+\left[B^{\prime}, B^{\prime \prime}\right]=0 \tag{15}
\end{equation*}
$$

The self-dual equations studied by Hitchin are $\left[D^{\prime}, D^{\prime \prime}\right]-\left[B^{\prime}, B^{\prime \prime}\right]=0$. It is necessary to complexify the group to handle them.

Theorem 2.1. Let $(D, B)$ be a solution of the indefinite self-dual equations on $P$. In any simply connected region of $M, P$ is trivial and there exists a trivialization $P \simeq M \times G$ in which

$$
D^{\prime}+B^{\prime}=\text { д }, \quad D^{\prime \prime}+B^{\prime \prime}=\text { Ø. }
$$

Furthermore

$$
-B^{\prime}=\frac{1}{2} s^{-1} \partial s, \quad-B^{\prime \prime}=\frac{1}{2} s^{-1} \bar{\partial} s,
$$

where $s: M \rightarrow G$ is a harmonic map.
Proof. This is an invariant formulation of the contents of theorem 1.4.

The converse is clear.

Corollary 2.2. If $s: M \rightarrow G$ is a harmonic map, then

$$
D=d+\frac{1}{2} s^{-1} \mathrm{~d} s, \quad B=-\frac{1}{2} s^{-1} \mathrm{~d} s
$$

gives a solution to the infinite self-dual equations on the trivial principal bundle $P=M \times G$.

However, much more is true. The next theorem is an easy calculation, but the result is very striking. It is hard not to hope this may be helpful in quantization of harmonic maps.

First, a word of introduction. This is well known at least in the physics literature and is meant to be expository. Compact Lie groups with a biinvariant metric (and we are indeed assuming $G$ has a biinvariant metric) all have a canonical closed three-form

$$
\begin{equation*}
\gamma=\frac{1}{3}\left(\left[s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right] \cdot s^{-1} \mathrm{~d} s\right) \tag{16}
\end{equation*}
$$

Fix a base map $s_{0}: M \rightarrow G$. Then we consider homotopic $s$, with a homotopy $s_{t}: M \rightarrow G$ for $t \in[0,1]$. (If $M$ has a boundary, we will assume for now that $s_{t}\left|\partial M \equiv s_{0}\right| \partial M$.) The variational problem for harmonic maps has the Lagrangian

$$
E(s)=\frac{1}{2} \int_{M}\left(s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right) \mathrm{d} \mu
$$

The Lagrangian for the Wess-Zumino term is

$$
\int_{M \times[0,1]} \gamma^{*} s=\frac{1}{3} \int_{M \times[0,1]}\left(\left[s^{-1} \tilde{\mathrm{~d}} s, s^{-1} \tilde{\mathrm{~d}} s\right], s^{-1} \tilde{\mathrm{~d}} s\right)
$$

Be careful, as $\tilde{\mathrm{d}}=\mathrm{d}+(\partial / \partial t) \mathrm{d} t$ is a three-dimensional object in this integrand.
If $G=S U(2)=S^{3}, \int_{M \times[0,1]} \gamma^{*} S$ is precisely the volume in $S^{3}$ enclosed between the surfaces $s(M)$ and $s_{0}(M)$. The Wess-Zumino term is exactly that which arises in the consideration of the classical isoperimetric problems.

Ordinarily in geometry one prescribes $\int_{M \times[0,1]} \gamma^{*} s=Q$ as a constraint, but it could be considered as part of the variational problem.

Lemma 2.3. Fix $s_{0}$. Then the variation of the Wess-Zumino term along $\delta s=s \varphi$ is just

$$
\int_{M}\left(\left[s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right] \cdot \varphi\right)
$$

which contributes $*\left[s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right]$ to the Euler-Lagrange equation.

Proof. Extend the variation along the homotopy $\delta s_{t}=s_{t} \varphi_{t}$, where $\varphi_{0}=0, \varphi_{1}=\varphi$. Naively the variation can be seen to be

$$
\int_{M_{3}}\left(\left[s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right], \mathrm{d} \varphi+\left[s^{-1} \mathrm{~d} s, \varphi\right]\right)
$$

However, integration by parts leaves only the boundary term

$$
\int_{M_{3}} \mathrm{~d}\left(\left[s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right], \varphi\right)=\int_{M \times 1}\left(\left[s^{-1} \mathrm{~d} s, s^{-1} \mathrm{~d} s\right], \varphi\right)
$$

This had to happen, as $\gamma$ is closed.

Theorem 2.4. Let $(D, B)$ be a solution of the indefinite self-dual equations on a simply connected surface $M$. Then for $\lambda \in \mathrm{S}^{1}$, there exists a $G$-invariant bundle map $P_{\lambda}: P \rightarrow M \times G$ varying smoothly with $\lambda$ such that

$$
P_{\lambda} \circ D^{\prime}+\lambda^{-1} B^{\prime} \circ P_{\lambda}^{-1}=\partial, \quad P_{\lambda} \circ D^{\prime \prime}+\lambda B^{\prime \prime} \circ P_{\lambda}^{-1}=\bar{\partial}
$$

Moreover, the $G$-invariant composition $P_{\rho} \circ P_{\lambda}^{-1}: M \times G \rightarrow M \times G$ can be represented as a map $W_{p, \lambda}: M \rightarrow G$. Then $W=W_{\rho, \lambda}$ satisfies the harmonic equation with WessZumino term

$$
\bar{\partial}\left(w^{-1} \partial w\right)+\partial\left(w^{-1} \bar{\partial} w\right)+\tau\left[w^{-1} \bar{\partial} w, w^{-1} \partial w\right]=0
$$

for $\tau=(\rho+\lambda) /(\rho-\lambda)$.
Proof. We can work in any gauge, so we choose the one we have already used frequently, where $P=M \times G, D=\mathrm{d}+A$ and $B-A=0$. The self-dual equations tell us that for $\lambda \in \mathrm{S}^{1}$,

$$
D(\lambda)=\left(\bar{\partial}+(1-\lambda) A_{\bar{z}}, \partial+\left(1-\lambda^{-1}\right) A_{z}\right)
$$

is a $G$-connection which is flat. Let $E_{\lambda}$ be the trivialization, i.e., $E_{\lambda}^{-1} \mathrm{~d} E_{\lambda}=D_{\lambda}$. There are a number of possible normalizations of $E_{\lambda}$. In the absence of other information we can pick a base point $p$ and require $E_{\lambda}(p) \equiv I$.

Now in this coordinate description, $W_{\lambda . \rho}=w=E_{\lambda} E_{\rho}^{-1}$ (we drop the subscripts in the computation ). Just compute to get

$$
\bar{\partial} w=\bar{\partial}\left(E_{\lambda} E_{\rho}^{-1}\right)=(\rho-\lambda) E_{\lambda} A_{\bar{z}} E_{\rho}^{-1}
$$

Here we use

$$
\bar{\partial} E_{\lambda}=(1-\lambda) E_{\lambda} A_{\bar{z}}, \quad \bar{\partial}\left(E_{\rho}\right)^{-1}=(\rho-1) A_{\bar{z}} E_{\rho}^{-1}
$$

In the next step we use

$$
\partial E_{\rho}=\left(1-\rho^{-1}\right) E_{\rho} A_{z}, \quad \partial\left(E_{\rho}^{-1}\right)=\left(\rho^{-1}-1\right) A_{z} E_{\rho}^{-1}, \quad \partial A_{\bar{z}}=\left[A_{\bar{z}}, A_{z}\right]
$$

Then

$$
\begin{equation*}
\partial\left(w^{-1} \bar{\partial} w\right)=(\rho-\lambda) \partial\left(E_{\rho} A_{\bar{z}} E_{\rho}^{-1}\right)=\rho^{-1}(\rho-\lambda) E_{\rho}\left[A_{\bar{z}}, A_{z}\right] E_{\rho}^{-1} \tag{17}
\end{equation*}
$$

By reversing ( $\partial, \rho, \lambda$ ) and ( $\bar{\delta}, \rho^{-1}, \lambda^{-1}$ ) we get

$$
\begin{equation*}
\bar{\partial}\left(w^{-1} \partial w\right)=\rho\left(\rho^{-1}-\lambda^{-1}\right) E_{\rho}\left[A_{z}, A_{z}\right] E_{\rho}=(\rho / \lambda) \partial\left(w^{-1} \bar{\partial} w\right) \tag{18}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
\bar{\partial}\left(w^{-1} \partial w\right)-\partial\left(w^{-1} \partial w\right)=\left[w^{-1} \partial w, w^{-1} \bar{\partial} w\right] \tag{19}
\end{equation*}
$$

It is now straightforward to compute

$$
\begin{aligned}
0= & \bar{\partial}\left(w^{-1} \partial w\right)-(\rho / \lambda) \partial\left(w^{-1} \bar{\partial} w\right) \\
= & \frac{1}{2}(1-\rho / \lambda)\left[\bar{\partial}\left(w^{-1} \partial w\right)+\partial\left(w^{-1} \bar{\partial} w\right)\right] \\
& +\frac{1}{2}(1+\rho / \lambda)\left[\bar{\partial}\left(w^{-1} \partial w\right)-\partial\left(w^{-1} \bar{\partial} w\right)\right] \\
= & \frac{1}{2} \frac{\lambda-\rho}{\lambda}\left(\bar{\partial}\left(w^{-1} \partial w\right)+\partial\left(w^{-1} \bar{\partial} w\right)+\frac{\lambda+\rho}{\rho-\lambda}\left[w^{-1} \bar{\partial} w, w^{-1} \partial w\right]\right) .
\end{aligned}
$$

Corollary 2.5. For real solutions $W: M \rightarrow G$, in complex coordinates, $\tau$ will be purely imaginary.

Proof. Actually, the geometric term is (naturally) real. In the theorem above

$$
\tau=\frac{\lambda+\rho}{\rho-\lambda}=\frac{\lambda / \rho+1}{(\lambda / \rho)^{-1}-1}
$$

is purely imaginary as $\lambda / \rho$ has modulus 1 . These two facts are reconciled by the fact that $\mathrm{d} z \wedge \overline{\mathrm{~d}} z$ (the Kähler form) is purely imaginary (skew).

We conclude by some remarks on the Minkowski version. Here it makes less sense to think of $M$ as a piece of a compact surface with a principal bundle $P$ because we are dealing with wave equations. However, the substitution of $\bar{z} \rightarrow \eta$, $z \rightarrow \xi, \lambda \rightarrow \sigma$ and $\rho \rightarrow \nu$ yields precisely the same theory. Of course, if one starts with periodic solutions, the difficulty of determining which of these solutions are periodic is hard. However, energy conditions on planes $(\mathbb{R}, \tau) \subseteq E^{1,1}$ would be preserved. Here the Wess-Zumino $\tau$ is real. According to Witten, the desired param-
eter for conformal field theories is $\tau= \pm 1$. This corresponds to $\sigma$ (or $\lambda)=(0, \infty)$, which is exactly the singularity from our point of view.

## 3. The null equations

In reducing the indefinite self-dual equations from four to two dimensions, we need to choose a plane of vector fields ( $\alpha \partial / \partial p+\beta \partial / \partial q$ ) which leave the problem invariant. This leaves a dual plane of one-forms representing dynamical variables. If this dual plane is definite, it inherits a definite metric and the discussion leading to theorem 1.4 is canonical up to Euclidean motions of this plane. If the dual plane is indefinite but non-degenerate, the same goes for the application of theorem 1.7, up to Lorentz transformations of this plane. Of course, fixing variables in $\mathrm{E}^{2,2}$, rotating the planes and watching the equations vary as the inner product changes is a little more difficult.
The above discussion misses some cases: when the plane of dynamical variables has one degenerate null direction and when it is totally null. The first is clearly somewhat more relevant, since we would have to pass through this case as we rotate from Euclidean to Minkowski space. The second case is included for completeness.
We find the real formulation of the self-dual equations (13) more useful,

$$
\left[\left(\frac{\partial}{\partial \eta}+A_{\eta}\right)+\sigma\left(\frac{\partial}{\partial \xi^{\prime}}+A_{\xi^{\prime}}\right),\left(\frac{\partial}{\partial \xi}+A_{\xi}\right)+\sigma^{-1}\left(\frac{\partial}{\partial \eta^{\prime}}+A_{\eta^{\prime}}\right)\right]=0 .
$$

Now we need to choose one null direction ( $\operatorname{say} \eta$ ) and one perpendicular definite direction (say $x^{3}$ ). This means the invariant plane of vector fields was $\alpha \partial / \partial \xi+\beta \partial / \partial x^{4}$. This leaves the equation

$$
\begin{equation*}
\left[\left(\frac{\partial}{\partial \eta}+A_{\eta}\right)+\sigma\left(\frac{1}{2} \frac{\partial}{\partial x^{3}}+A_{\xi}\right), A_{\xi}+\sigma^{-1}\left(\frac{1}{2} \frac{\partial}{\partial x^{3}}+A_{\eta^{\prime}}\right)\right] . \tag{20}
\end{equation*}
$$

We shall lose nothing by fixing gauge with $A_{\eta}=-A_{\xi^{\prime}}, A_{\xi}=-A_{\eta^{\prime}}$ and replacing $x^{3}$ by $2 x^{3}=x$. So (20) becomes equivalent to the vanishing of the commutator of the two operators $\partial / \partial \eta+\partial / \partial x+(1-\sigma) A_{\eta}$ and $\partial / \partial x+(\sigma-1) A_{\xi}$. Subtract $\sigma$ times the second from the first to get the equivalent equation

$$
\begin{equation*}
\left[\partial / \partial \eta+(1-\sigma) A_{\eta}+\sigma(1-\sigma) A_{\xi}, \partial / \partial x+(\sigma-1) A_{\xi}\right]=0 . \tag{21}
\end{equation*}
$$

Let

$$
\begin{equation*}
E_{\sigma}^{-1} \frac{\partial}{\partial \eta} E_{\sigma}=(1-\sigma)\left(A_{\eta}+\sigma A_{\xi}\right), \quad E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma}=(\sigma-1) A_{\xi} \tag{22}
\end{equation*}
$$

locally be the gauge which trivializes the connections for $\sigma \neq 1$.

Theorem 3.1. The dimensionally reduced indefinite self-dual Yang-Mills equations on a simply connected domain $\Omega \subseteq \mathbb{R}^{2}$ are equivalent to any of the equations $(\sigma \neq 1, \sigma \in \mathbb{R})$

$$
\frac{\partial}{\partial x}\left(E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma}\right)+(1-\sigma)^{-1}\left[E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma}, E_{\sigma}^{-1} \frac{\partial}{\partial \eta} E_{\sigma}^{-1}\right]=0
$$

Proof. Proceed as above to get the definition of $E_{\sigma}: \Omega \rightarrow G, \sigma \neq 1$ real. From eq. (21), we have that the coefficient of $\sigma^{2}$ in the commutator is zero. This coefficient is

$$
\begin{aligned}
& -\left[\partial / \partial x-A_{\xi}, A_{\xi}\right]+\left[A_{\xi},-A_{\eta}\right] \\
& \quad=\frac{1}{1-\sigma}\left(\frac{\partial}{\partial x}\left(E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma}\right)+\frac{1}{1-\sigma}\left[E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma}, E_{\sigma}^{-1} \frac{\partial}{\partial \eta} E_{\sigma}\right]\right) .
\end{aligned}
$$

This yields the equation as a consequence. Now suppose we have a solution of any of these equations. We define $A_{\eta}$ and $A_{\xi}$ using eq. (22),

$$
\begin{gathered}
A_{\xi}=(\sigma-1)^{-1} E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma} \\
A_{\eta}=(1-\sigma)^{-1}\left(E_{\sigma}^{-1} \frac{\partial}{\partial \eta} E_{\sigma}+\sigma E_{\sigma}^{-1} \frac{\partial}{\partial x} E_{\sigma}\right) .
\end{gathered}
$$

The null self-dual equations (21) encode three equations: the coefficients of $\sigma^{0}$, $\sigma^{1}, \sigma^{2}$. The coefficient of $\sigma^{2}$ has been checked to be the expression in the theorem. Equation (22) has as consistency equation the vanishing of the equation at $\sigma \neq 1$. The coefficients have been chosen to vanish at $\sigma=1$. These three independent conditions verify that (21) is identically satisfied.

Corollary 3.2. The null harmonic map equation can be regarded as the limit of either a Minkowski or a Euclidean harmonic map equation with inner product (1, $\left.\epsilon^{2}\right)$ and Wess-Zumino term $\epsilon^{-1} /(1-\sigma)$.

Proof. We first write the harmonic map equation in orthogonal laboratory coordinates,

$$
\frac{\partial}{\partial x}\left(s^{-1} \frac{\partial s}{\partial x}\right) \pm \frac{\partial}{\partial t}\left(s^{-1} \frac{\partial s}{\partial t}\right)+t^{\prime}\left[s^{-1} \frac{\partial s}{\partial x}, s^{-1} \frac{\partial s}{\partial t}\right]=0
$$

where $t^{\prime}$ is now real in both cases. Now let the signatures decay by allowing the metric on forms to decay in the $t$ variable. In other words

$$
\frac{\partial}{\partial x}\left(s^{-1} \frac{\partial s}{\partial x}\right)+\epsilon^{2} \frac{\partial}{\partial t}\left(s^{-1} \frac{\partial s}{\partial t}\right)+t \epsilon\left[s^{-1} \frac{\partial s}{\partial x}, s^{-1} \frac{\partial s}{\partial t}\right]=0
$$

Set $t=1 / \epsilon(1-\sigma)$ and let $\epsilon \rightarrow 0$ to get the null harmonic map equation for $s$ at $\sigma . \square$
It came as a surprise to me to discover that there are two cases of totally null planes possible. In eq. (13), we can either let $\eta$ and $\xi^{\prime}$ be the dynamic variables, or $\eta$ and $\eta^{\prime}$. We take the second case first. Here (13) becomes

$$
\left[\partial / \partial \eta+A_{\eta}+\sigma A_{\xi}, \partial / \partial \eta^{\prime}+A_{\eta^{\prime}}+\sigma A_{\xi^{\prime}}\right]=0
$$

Proposition 3.3. One case of the totally null self-dual reduction is equivalent to the harmonic map equation with only a Wess-Zumino term

$$
\left[s^{-1} \partial s / \partial \eta, s^{-1} \partial s / \partial \eta^{\prime}\right]=0
$$

Proof. Gauge fix with $A_{\eta}+A_{\xi}=0, A_{\eta^{\prime}}+A_{\xi^{\prime}}=0$. Let $s$ trivialize the connection $D_{\sigma}$,

$$
(\sigma-1) A_{\eta}=s^{-1} \partial s / \partial \eta, \quad(\sigma-1) A_{\eta^{\prime}}=s^{-1} \partial s / \partial \eta
$$

for any $\sigma \neq 1$. The coefficient of $\sigma^{2}$ is exactly the Wess-Zumino term. The converse is just as easy to check.

Proposition 3.4. The second case of a totally null reduction consists of a connection with a covariant constant section.

Proof. We now have the commutator

$$
\left[\partial / \partial \eta+A_{\eta}+\sigma \partial / \partial \xi^{\prime}+A_{\xi^{\prime}}, A_{\xi}+\sigma^{-1} A_{\eta^{\prime}}\right]=0
$$

Clearly the connection ( $\partial / \partial \eta+A_{\eta}, \partial / \partial \xi^{\prime}+A_{\xi^{\prime}}$ ) has no condition on it, although in a standard way we can expect to be able to fix the gauge so that $A_{\eta}+\sigma A_{\xi^{\prime}}=0$. The three independent conditions are

$$
\begin{gathered}
{\left[\partial / \partial \eta+A_{\eta}, A_{\eta^{\prime}}\right]=0, \quad\left[\partial / \partial \xi^{\prime}+A_{\xi^{\prime}}, A_{\xi}\right]=0} \\
{\left[\partial / \partial \xi^{\prime}+A_{\xi^{\prime}}, A_{\eta^{\prime}}\right]+\left[\partial / \partial \eta+A_{\eta}, A_{\xi}\right]=0}
\end{gathered}
$$

No further gauge fixing is a priori possible. However, if we derived this as the limit of one of the other cases, we might think the gauge choice $A_{\eta^{\prime}}=\sigma A_{\xi}$ is a possible reasonable assumption (for some $\sigma$ ). Then we have an equation for a covariant constant section of our bundle $(P \times$ ad $g) \otimes T^{*} M$. The converse clearly does lead to a solution with no restriction.

## 4. The group action for the elliptic and hyperbolic problems

The traditional theory of integrable systems is fundamentally tied up with time evolution. In studying harmonic maps into groups, we have at hand an elliptic
version and a "Wick rotated" hyperbolic version. The hyperbolic type has very close connections with the sine-Gordon equation and may indeed be integrable.

In pursuing the connection between the two, we hope to shed some light on the meaning of "integrable" for elliptic, non-time evolutionary problems. This is certainly in the spirit of Noether's theorem, which connects symmetries of the integral with divergence-free vector fields on the domain and is blind to the signature. However, the symmetries we construct for harmonic maps are non-local and do not fit into the framework of Noether's theorem. They are, in fact, symmetries constructed by factorization of a loop group.

We review the algebraic structure of the "loop group" action on the solution space of harmonic maps from simply connected $\Omega \subset \mathrm{S}^{2}$ into $G=\mathrm{U}(N)$, the unitary group or $G=\mathrm{SU}(N) \subset \mathrm{U}(N)$ as given in our earlier paper [9]. Then we contrast these formulas with the Wick-rotated formulas. Although the formulas are the same, differences appear in the global structure of the solution space.

We already started this project of comparison in the first section, with the description of the two Lax pairs in characteristic coordinates $(z, \bar{z}) \in \mathbb{C}$ and ( $\xi$, $\eta) \in \mathrm{E}^{1,1}$. We restate our fundamental theorem, which is theorem 2.4 and its converse of ref. [9]. For the remainder of this section $G=\mathrm{U}(N), G_{\mathbb{C}}=\operatorname{GL}(N, \mathbb{C})$.

Theorem 4.1. The map $s: \Omega \rightarrow G$ is harmonic if and only if there is an extended harmonic map

$$
E: \mathbb{C}^{*} \times \Omega \rightarrow G_{\mathbb{C}}=\mathrm{GL}(N, \mathbb{C})
$$

such that the expressions

$$
(1-\lambda)^{-1} E_{\lambda}^{-1} \bar{\partial} E_{\lambda}, \quad\left(1-\lambda^{-1}\right)^{-1} E_{\lambda}^{-1} \partial E_{\lambda}
$$

are constant (in $\lambda$ ) and satisfy in addition
(a) $E_{1}=1$,
(b) $E_{-1}=s$,
(c) $E_{\tau(\lambda)}^{*}=E_{\lambda}^{-1}$ for $\tau(\lambda)=(\bar{\lambda})^{-1}$.

The proof is not difficult [9]. The constant expressions will turn out to be $A_{\bar{z}}$ and $A_{z}$ and $E_{\lambda}$ trivializes the flat connection $\left(\bar{\partial}+(1-\lambda) A_{\bar{z}}, \partial+\left(1-\lambda^{-1}\right) A_{z}\right)$. The involution $\tau(\lambda)=\bar{\lambda}^{-1}$ has $|\lambda|=1$ as its fixed point set and (c) is equivalent to $E_{\lambda} \in G$ being in the real group for $|\lambda|=1$.

The Minkowski or hyperbolic version is only slightly different.
Theorem 4.1'. The map $s: \Omega \rightarrow G$ for simply connected $\Omega \subseteq \mathrm{E}^{1,1}$ is harmonic if and only if there exists an extended harmonic map

$$
E: \mathbb{C}^{*} \times \Omega \rightarrow G_{\mathbb{C}}=\mathrm{GL}(N, \mathbb{C})
$$

with the expressions

$$
(1-\sigma)^{-1} E_{\sigma}^{-1} \partial E_{\sigma} / \partial \eta, \quad\left(1-\sigma^{-1}\right)^{-1} E_{\sigma}^{-1} \partial E_{\sigma} / \partial \xi
$$

independent of $\sigma \in \mathbb{C}^{*}$. In addition we require
(a) $E_{1}=I$,
(b) $E_{-1}=s$,
(c) $E_{\tau(\sigma)}^{*}=E_{\sigma}^{-1}$ for $\tau(\sigma)=\bar{\sigma}$.

The proof is no different from the proof for the elliptic case. Here $E_{\sigma}$ trivializes the flat connection

$$
\left(\partial / \partial \eta+(1-\sigma) A_{\eta}, \partial / \partial \xi+\left(1-\sigma^{-1}\right) A_{\xi}\right) .
$$

The involution $\sigma \rightarrow \bar{\sigma}$ has the real line $\mathbb{R}$ as fixed point, which is the set $\sigma \in \mathbb{C}^{*}$ where $E_{\sigma}$ is unitary.

The fundamental algebraic structure we will be discussing later is the action of a loop type Lie algebra (or half of it, if you like). However, in discussing the group actions we find it simpler to work with a smaller group. The group we work with is

$$
A_{\mathbb{R}}=A_{\mathbb{R}}\left(\mathrm{S}^{2}, \mathrm{GL}(N, \mathbb{C})\right) \subseteq \text { Meromorphic maps }\left(\mathrm{S}^{2}, \mathrm{GL}(N, \mathbb{C})\right)
$$

Here $f \in A_{\mathbb{R}}$ is meromorphic from $\mathrm{S}^{2}$ to $\mathrm{GL}(N, \mathbb{C}$ ), with no poles or zeros at ( 0 , $\infty)$. In addition we require $f(\tau(\lambda))^{*}=f(\lambda)^{-1}$, our standard reality condition, and a convenient normalization $f(1)=I$. We also defined $X_{R}^{\infty}$ as the object in which $E(z, \bar{z})$ sits. It consists of the holomorphic maps from $\mathbb{C}^{*} \rightarrow \mathrm{GL}(N, \mathbb{C})$ satisfying our by now usual reality condition. So $f \in A_{\mathbb{R}}$ has poles and zeros away from $(0, \infty)$ and $e \in X_{R}^{\infty}$ is holomorphic everywhere except at ( $0, \infty$ ). We define the $\operatorname{map} f^{\#}: X_{\mathbb{R}}^{\infty} \rightarrow X_{\mathbb{R}}^{\infty}$ by the Birkhoff factorization

$$
\begin{equation*}
f(\lambda) e(\lambda)=f^{\#}(e)(\lambda) r^{-1}(\lambda), \quad f, r \in A_{\mathbb{R}}, e, f^{\#}(e) \in X_{R}^{\infty} . \tag{23}
\end{equation*}
$$

Theorem 4.2 (theorem 6.3 of ref. [9]). The map

$$
f^{\#}: E .(z, \bar{z}) \rightarrow f^{\#} E .(z, \bar{z})
$$

for fixed $(z, \bar{z}) \in \mathbb{C}$ determines a representation of $A_{\mathbb{R}}$ on the space of extended harmonic maps.

Now the Minkowski version of theorem 4.2 is identical.

Corollary 4.3. Theorem 4.2 is valid for Minkowski as well as Euclidean domains, if we replace the Euclidean involution $\tau(\lambda)=\bar{\lambda}^{-1}$ by its Minkowski counterpart $\tau(\sigma)=\bar{\sigma}$.

The proofs of the theorem and its hyperbolic counterpart are identical: One factors elements of $A_{\mathbb{R}}$ [or $A_{\mathbb{R}}^{\prime}$ with $\left.\tau(\sigma)=\bar{\sigma}\right]$ into "simplest factors". For the Euclidean case, these are

$$
\begin{equation*}
f(\lambda)=\pi+\xi_{\alpha}(\lambda) \pi^{\perp}, \quad \xi_{\alpha}(\lambda)=\frac{\lambda-\alpha}{\bar{\alpha} \lambda-1} \frac{\bar{\alpha}-1}{\alpha-1}, \tag{24}
\end{equation*}
$$

$\pi$ is the Hermitian projection on a subspace of $\mathbb{C}^{N}$. We showed in two ways that these could always be made to act, first by direct construction in the factorization, and then by showing that the same solutions could be arrived at by a pair of consistent ordinary differential equations (in ( $z, \bar{z}$ ) or equivalently $(x, y)$ ).
For the Minkowski case, the simplest factors are different due to the reality condition. We have

$$
\begin{equation*}
f(\sigma)=\pi+\mu_{\alpha}(\sigma) \pi^{\perp}, \quad \mu_{\alpha}(\sigma)=\left(\frac{\sigma-\alpha}{\sigma-\bar{\alpha}}\right)\left(\frac{1-\bar{\alpha}}{1-\alpha}\right) . \tag{25}
\end{equation*}
$$

At first glance, there is very little difference. However, we pass now to the global theory.

Theorem 4.4. Harmonic maps $s: S^{2} \rightarrow G=U(N)$ have finite uniton number $n$, which is the smallest degree of $E_{\lambda}(z, \bar{z})$ represented as a polynomial in $\lambda$. The action of $A_{\mathbb{R}}$ preserves this uniton number. Changes in uniton number can be achieved by looking at singular Bäcklund transformations corresponding to $\alpha \rightarrow(0, \infty)$. These singular transformations consist of a consistent Cauchy-Riemann equation and a linear constraint.

Theorem 14.6 of ref. [9] shows that the entire solution space can be constructed canonically by applying singular Bäcklund transformations. The group $A_{\mathrm{R}}$ does not act transitively. In the very simplest case its effective action is like $\mathrm{SL}(2, \mathbb{C})$ acting on a Grassmannian submanifold $\mathbb{C P}^{1} \subseteq \mathrm{SU}(2)$ containing the image $s\left(\mathrm{~S}^{2}\right)$. For $s: \mathrm{S}^{2} \rightarrow \mathbb{C P}{ }^{1} \subseteq \mathrm{SU}(2)$ holomorphic of degree $k, \mathrm{SL}(2, \mathbb{C})$ is transitive only for $k=1$.
Without going into the details of the action in the hyperbolic (or Minkowski) case, its becomes immediately clear that the reality condition forbids any finite polynomial solutions at all in $X_{R}^{n}$ for $n<\infty$. The equation $f(\lambda) f(\bar{\lambda})^{*}=I$ has no meromorphic solutions with all the zeros and poles at $(0, \infty)$. A similar algebraic condition shows us that there are no singular Bäcklund transformations. The limits of Bäcklund transformations as $\alpha \rightarrow(0, \infty)$ seem to approach a rather boring identity.

On the other hand, in the next section we will obtain concrete information about the hyperbolic action by examining the relationship of harmonic maps into $\mathbb{C P}^{1} \subseteq S U(2)$ with the classical sine-Gordon equation. Here it is known that repeated applications of the classical Bäcklund transformation, which is identical
in this case to our Bäcklund transformation, obtain large portions of the solution space from a trivial solution. The algebraic connection of these two global constructions as Wick rotations of each other is not at all clear.

## 5. Sine-Gordon equation

It is a well-known theorem that the sine-Gordon equation is equivalent to the theory of harmonic maps into $S^{2}=\mathbb{C} P^{\prime}$. This can be found in Pohlmeyer [15]. This section derives this relationship using the "gauge-free" discussion of harmonic maps which comes from section 1.

We first need a lemma about harmonic maps into Grassmannians, which will identify those harmonic maps into $\mathrm{U}(N)$ which lie in some $G(r, N)$. Recall that for the purposes of our theory

$$
\bigcup_{r} G(r, N)=\left\{s \in \mathrm{U}(N): s^{2}=I\right\} .
$$

Lemma 5.1. Suppose s: $\mathrm{E}^{1.1} \rightarrow G(r, N)$. Then

$$
\begin{gather*}
(\partial / \partial \eta) s+\left[A_{n}, s\right]=0,  \tag{a}\\
s A_{\eta}+A_{\eta} s=\left\{s, A_{n}\right\}=0,  \tag{b}\\
(\partial / \partial \xi) s+\left[A_{\xi}, s\right]=0,  \tag{c}\\
s A_{\xi}+A_{\xi} s=\left\{s, A_{\xi}\right\}=0 . \tag{d}
\end{gather*}
$$

Proof. We need only prove (a) and (b), since the two light cones behave exactly alike. We just compute, using $s=s^{-1}$,

$$
\left[A_{\eta}, s\right]=\frac{1}{2}\left(s^{-1} \frac{\partial s}{\partial \eta} s-s s^{-1} \frac{\partial s}{\partial \eta}\right)=\frac{1}{2}\left(-\frac{\partial s^{-1}}{\partial \eta} s^{2}-\frac{\partial s}{\partial \eta}\right)=\frac{\partial s}{\partial \eta} .
$$

Also

$$
s A_{\eta}+A_{\eta} s=s s^{-1} \frac{\partial s}{\partial \eta}+s^{-1} \frac{\partial s}{\partial \eta} s=\frac{\partial s}{\partial \eta}-\frac{\partial s^{-1}}{\partial \eta} s^{2}=0 .
$$

We now introduce $\varphi=\mathrm{i} s: \mathrm{E}^{1.1} \rightarrow \mathrm{~g} \cap G$ as an element lying in both $\mathrm{U}(N)$ and $u(N)$. Regard it as a map into the Lie algebra. As gauge transformations carry the connection around, $\varphi$ becomes a special extra element. Recall from the gaugeinvariant formalism:

$$
\begin{equation*}
\mathrm{d}+A \rightarrow \mathrm{~d}+u^{-1} A u+u^{-1} \mathrm{~d} u, \quad A \rightarrow B=u^{-1} A u, \quad \varphi \rightarrow u^{-1} \varphi u . \tag{26}
\end{equation*}
$$

Lemma 5.2. In the gauge-invariant formulation of harmonic maps into the Grassmannian $G(r, N)$, there exists an extra map $\varphi: \mathrm{E}^{1,1} \rightarrow \mathrm{~g} \cap G$ with $r$ eigenvalues i , $N-r$ eigenvalues -i satisfying
(a) $\mathrm{d} \varphi+[A, \varphi]=0$,
(b) $\{\varphi, A\}=0$.

Proof. In the usual gauge, $\varphi$ satisfies these equations because $s$ does. These equations are gauge invariant.

There certainly is a theory for more general Lagrangians. But for $\mathbb{C} P^{1}=\mathrm{S}^{2} \subseteq \mathrm{U}(2), \varphi, A_{\xi}, A_{\eta}$ all map into $\mathrm{su}(2)$, which is only three-dimensional. Recall also the invariant Lax pair, which we rewrite here for convenience:

$$
\begin{equation*}
\left[\partial / \partial \eta+A_{\eta}+\lambda B_{\eta}, \partial / \partial \xi+A_{\xi}+\lambda^{-1} B_{\xi}\right]=0 \tag{27}
\end{equation*}
$$

Lemma 5.3. $(\partial / \partial \eta)\left|B_{\xi}\right|=0$ and $(\partial / \partial \xi)\left|A_{\eta}\right|=0$.
Proof. As a consequence of the harmonic map equation, in the invariant formalism

$$
\frac{\partial}{\partial \eta} B_{\xi}+\left[A_{\eta}, B_{\xi}\right]=0
$$

By the Leibnitz rule

$$
\frac{\partial}{\partial \eta} B_{\xi}^{2}+\left[A_{\eta}, B_{\xi}^{2}\right]=0
$$

Taking the trace results in

$$
\frac{\partial}{\partial \eta} \operatorname{tr}\left(B_{\xi}^{2}\right)=-\frac{\partial}{\partial \eta}\left|B_{\xi}\right|^{2}=0 .
$$

This was, of course, a gauge invariant statement.
Lemma 5.4. Suppose $\left|B_{\xi}\right|(\xi, \eta)=b(\xi)$ is non-zero for all $\xi$. Then there exists a smooth gauge change so that

$$
\varphi=\mathrm{i} s=2 j, \quad B_{\xi}=\sqrt{2} b(\xi) i
$$

where $\boldsymbol{i}, \boldsymbol{j}$ and $\boldsymbol{k}$ form the usual quaternion basis for $\mathrm{SU}(2)$,

$$
i=\frac{1}{2}\left(\begin{array}{cc}
\mathrm{i} & 0 \\
0 & -\mathrm{i}
\end{array}\right), \quad j=\frac{1}{2}\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad k=\frac{1}{2}\left(\begin{array}{ll}
0 & \mathrm{i} \\
\mathrm{i} & 0
\end{array}\right) .
$$

Moreover, this gauge transformation is unique in $\mathrm{SU}(2)$ up to

$$
\pm I= \pm\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

Proof. The fact that $\frac{1}{2} \varphi$ and $[1 / \sqrt{2} b(\xi)] B_{\xi}$ serve as standard generators for $Q$ in su(2) follows from the anti-commutation relations, and it is easy to show that the $Q$ they generate can be conjugated uniquely (up to $\pm I$ ) to the standard one.

Proposition 5.5. Let $s: \mathrm{E}^{1,1} \rightarrow \mathbb{C} \mathrm{P}^{1} \subset \mathrm{SU}(2)$ be harmonic. Suppose $\left|A_{\eta}(\xi, \eta)\right|$ $=a(\eta) \neq 0,\left|A_{\xi}(\xi, \eta)\right|=b(\xi) \neq 0$. Then there is a gauge transformation, which is unique up to multiplication by $\pm I$, in which

$$
\begin{gathered}
A_{\eta}=0, \quad B_{\eta}=\sqrt{2} a(\eta) \exp (-u j) i \exp (u j), \\
A_{\xi}=\frac{\partial u}{\partial \xi} j, \quad B_{\xi}=\sqrt{2} b(\xi) i \\
\varphi=2 j
\end{gathered}
$$

Proof. First we note that we can choose the gauge of lemma 5.4 as the gauge of this theorem. Before we proceed further, note that there is a similar but different choice of gauge in which

$$
\hat{\varphi}=2 j, \quad \hat{B}_{\eta}=\sqrt{2} a(\eta) i
$$

as there is no difference between the two light cones. Let $U: \mathrm{E}^{1,1} \rightarrow \mathrm{SU}(2)$ be the change of gauge between the two, i.e.,

$$
\begin{gathered}
\varphi=2 j=U^{-1} 2 j U=U^{-1} \hat{\varphi} U \\
B_{\eta}=U^{-1} \sqrt{2} a(\eta) i U=U^{-1} B_{\eta} U .
\end{gathered}
$$

It is immediately clear that $U$ commutes with $j$, and hence $U=\exp u j$ for $u: \mathrm{E}^{1,1} \rightarrow \mathbb{R}$, since we are using a simply connected domain.

It remains only to determine $A_{\xi}$ and $A_{\eta}$. Looking back to lemma 5.2, we see

$$
\mathrm{d} \varphi+[A, \varphi]=\mathrm{d} j+[A, j]=[A, j]=0
$$

So immediately we know $A=a j$ for some real one-form $a$. However, we see further from the validity of the Lax pair that

$$
\frac{\partial}{\partial \eta} B_{\xi}+a_{\eta}\left[j, B_{\xi}\right]=\sqrt{2} b(\xi) \frac{\partial}{\partial \eta} i+\mathrm{d} \eta[j, \mathrm{i}]=0
$$

Hence $a_{\eta}=0$. In the same vein

$$
\frac{\partial}{\partial \xi} B_{\eta}=\sqrt{2} \frac{\partial}{\partial \eta}[\exp (-u j) i \exp u j]=-\frac{\partial u}{\partial \xi}\left[j, B_{\eta}\right]=-a_{\xi}\left[j, B_{\eta}\right]
$$

It follows that $A_{\xi}=a_{\xi j}=(\partial u / \partial \xi) j$.
Theorem 5.6. Let $s: \mathrm{E}^{1,1} \rightarrow \mathbb{C} \mathrm{P}^{1} \subseteq \mathrm{SU}(2)$ be a harmonic map with

$$
\left|A_{\xi}\right|=\frac{1}{2}\left|s^{-1} \partial s / \partial \xi\right|=a(\xi) \neq 0, \quad\left|B_{\eta}\right|=\frac{1}{2}\left|s^{-1} \partial s / \partial \eta\right|=b(\eta) \neq 0
$$

Then there exists a choice of gauge, which is unique up to multiplication by $\pm I$, in which the Lax pair for this harmonic map is of the form

$$
0=\left[\frac{\partial}{\partial \eta}+\lambda a(\eta) \exp (-u j) i \exp (u j), \frac{\partial}{\partial \xi}+\frac{\partial u}{\partial \xi} j+\lambda^{-1} \sqrt{2} b(\xi) i\right]
$$

The function $u$ satisfies the equation

$$
\frac{\partial}{\partial \eta} \frac{\partial}{\partial \xi} u+a(\eta) b(\xi) 4 \sin 2 u=0
$$

Proof. This, in fact, is just the culmination of all our work except for the derivation of the equation for $u$. This comes from the $\lambda^{0}$ term of the commutator (Lax pair)

$$
\left[\partial / \partial \eta+A_{\eta}, \partial / \partial \xi+A_{\xi}\right]+\left[B_{\eta}, B_{\xi}\right]=0
$$

This becomes, for us

$$
0=\frac{\partial}{\partial \eta}\left(\frac{\partial u}{\partial \xi} j\right)+2 a(\eta) b(\xi)[\exp (-u j) i \exp u j, i]
$$

Since $\boldsymbol{i}$ and $\boldsymbol{j}$ anticommute

$$
\exp (u j) i=i \exp (-u j)
$$

So we see that

$$
\begin{align*}
{[\exp (-u j) i \exp u j, i] } & =\exp (-2 u j)(i)^{2}-(i)^{2} \exp (2 u j)  \tag{28}\\
& =\exp (2 u j)+\exp (-2 u j)=2 \sin 2 u j
\end{align*}
$$

This completes the derivation.
For those who still have not recognized the equation, we note the following corollary.

Corollary 5.7. If $a(\xi) \neq 0, b(\xi) \neq 0$, there exists a conformal change of coordinates which locally makes $\sqrt{2} a(\xi)=1, \sqrt{2} b(\xi)=1$. In this coordinate system

$$
\frac{\partial}{\partial \eta} \frac{\partial}{\partial \xi} u+2 \sin 2 u=0
$$

Here is an interesting fact.

Corollary 5.8. Suppose we are given the Lax pair for the sine-Gordon equation as in theorem 5.6 with $a(\eta) \sqrt{2}=b(\xi) \sqrt{2}=1$. Suppose, also, that $M_{\lambda}$ is a trivialization for the flat connection

$$
\begin{align*}
& M_{\lambda}^{-1} \frac{\partial}{\partial \eta} M_{\lambda}=+\lambda \exp (-u j) i \exp (u j)  \tag{29}\\
& M_{\lambda}^{-1} \frac{\partial}{\partial \xi} M_{\lambda}=+\frac{\partial u}{\partial \xi} j+\lambda^{-1} i
\end{align*}
$$

Then the original harmonic map is of two forms

$$
s=B M_{-1} M_{1}^{-1} A^{-1}, \quad s=\mathrm{i} A M_{1} j M_{1}^{-1} A^{-1}
$$

for some constant matrices $A$ and $B$.

Proof. The twist $A M_{1}$ is just the gauge change from our original harmonic map formulation to the sine-Gordon form. The unknown $B$ appears because $B s$ trivializes the flat connection at $\lambda=1$ just as well as $s$. Our recipe for trivializing was good only up to constants, of course.

## 6. A loop group action on solutions to the sine-Gordon equation

We reviewed in section 4 how a loop type group acts on solutions of the extended harmonic map equation. There is, of course, an ambiguity due to choice of normalization of $M_{\lambda}$ or $E_{\lambda}$. Modulo this difficulty, the group acts on harmonic maps. Moreover, the subgroup satisfying $f(\lambda)=f(-\lambda)$ acts on harmonic maps into Grassmannians (modulo the same difficulty). However, we wish to derive a formulation of this action which is compatible with the more traditional approach to the sine-Gordon equation.

Our chosen normalization, which we refer to as the sine-Gordon gauge, is regular in some sense at $\lambda=0$, where the singularity in the Lax pair is the coefficient of $\lambda^{-1}$, the constant $B_{\xi}=i$.

In the harmonic map gauge, where we have already constructed the loop group action, our factorization had been selected to normalize $E_{\lambda}$ at $\lambda=0$ so $E_{1}=I$, and we fixed the choice of $E_{\lambda}$ by fixing $E_{\lambda}(p)$ for some $p \in \mathrm{E}^{1,1}$. In the sine-Gordon gauge, customarily we fix the singularity at $\lambda=0$ to agree with the essential singularity of the vacuum solution given by $u \equiv 1$. The eigenfunctions which appear
in $M_{\lambda}$ would usually be normalized to agree with the vacuum eigenfunctions as $x \rightarrow-\infty$ (or $x \rightarrow+\infty$ ) if the growth conditions of the solution admit this possibility. Note for precision the following fact.

Definition 6.1. The vacuum solution $u \equiv 0$ to sine-Gordon is the solution with the Lax pair

$$
A_{\xi}=A_{\eta}=0, \quad B_{\xi}=B_{\eta}=i
$$

It is an easy calculation to see that for the vacuum solution

$$
\begin{equation*}
M_{\lambda}(\xi, \eta)=\exp \left(\lambda \eta+\lambda^{-1} \xi\right) i \tag{30}
\end{equation*}
$$

In our choices of normalization, it is essential to note that multiplication of $M_{\lambda}$ by elements of the group or by meromorphic maps into the center of $U(2)$ has no effect on the computations. We are in effect interested in the group $\operatorname{PSU}(2)=\operatorname{SO}(3)$ and its complexification $\operatorname{PSL}(2, \mathbb{C})$. However, since we have been using the matrix groups $U(2)$ and $G L(2, \mathbb{C})$, we shall continue to do so.

We employ the canonical normalization $M_{\lambda}(p)=I$ for $p=(0,0)$ rather than that involving limits as $x \rightarrow \pm \infty$. This allows us to avoid energy decay questions. However, our computations are therefore not compatible with the symplectic structure or the standard computations. They can, however, be adjusted to agree with these.

Lemma 6.2. Let $M_{\lambda}$ be the trivialization of the Lax pair for the solution of the sineGordon equation with $M_{\lambda}(p)=I$. Then

$$
M_{\lambda} j=j M_{-\lambda} .
$$

Proof. If $M_{\lambda}(0)=I$, then the solutions of

$$
\begin{gathered}
M_{\lambda}^{-1} \frac{\partial M}{\partial \eta}=\lambda \exp (-u j) i \exp (u j) \\
M_{\lambda}^{-1} \frac{\partial M}{\partial \xi}=+\frac{\partial u}{\partial \xi} j+\lambda^{-1} i
\end{gathered}
$$

are unique. Let

$$
D_{\lambda}=\left(D+A+\lambda^{-1} B_{\xi} \mathrm{d} \xi+\lambda B_{\eta} \mathrm{d} \eta\right)
$$

where

$$
A=\frac{\partial u}{\partial \xi} j \mathrm{~d} \xi, \quad B=i \mathrm{~d} \xi+\exp (-u j) i \exp (u j) \mathrm{d} \eta
$$

Note that $\{i, j\}=0$, so

$$
\left(D_{\lambda}\right) \boldsymbol{j}=\boldsymbol{j}\left(D_{-\lambda}\right)
$$

It follows that $-j M_{-\lambda} j$ and $M_{\lambda}$ both trivialize $D_{\lambda}$ and agree at $(\xi, \eta)=(0,0)$ and hence agree everywhere.

We now define the group which is to act on trivializations of the Lax pair for the sine-Gordon equation [recall that elements which map to the center will be ineffective, which is why we can allow $r(\lambda) \neq 1$ in (d)]:
$\mathscr{A}_{\mathrm{sG}}=\left\{h: \mathbb{C P}^{1} \rightarrow \mathrm{U}(2)\right.$ meromorphic and satisfying conditions (a)-(d) $\}$,
(a) $h(0)=I$,
(b) $\lim _{\lambda \rightarrow \infty} \lambda^{-m} h(\lambda)=a \in \mathrm{U}(2)$,
(c) $h(\lambda) j=j h(-\lambda)$,
(d) $h(\lambda) h(\bar{\lambda})^{*}=r(\lambda) I$ for $r$ a meromorphic function on $\mathbb{C P}{ }^{1}$.

It is not true that elements can be factored into products of Bäcklund transformations in $\mathscr{A}_{\mathrm{sG}}$. So we will take the route of deriving the existence of the group action from the theorem we have already obtained for the action of $\mathscr{A}_{\mathbb{R}}$ on extended harmonic maps in the harmonic map gauge.

Lemma 6.3. Suppose $h \in \mathscr{A}_{\mathrm{sG}}$. Then $h$ can be written as

$$
h(\lambda)=q(\lambda) A f(\lambda)
$$

where $q$ is meromorphic in $\lambda$ with $q(0)=1, f \in \mathscr{A}_{R}$ and $A$ is constant.

Proof. We claim that

$$
r(\lambda)=a \frac{\left(\lambda-\alpha_{1}\right)\left(\lambda-\bar{\alpha}_{1}\right) \cdots\left(\lambda-\alpha_{m}\right)\left(\lambda-\bar{\alpha}_{m}\right)}{\left(\lambda-\beta_{1}\right)\left(\lambda-\bar{\beta}_{1}\right) \cdots\left(\lambda-\beta_{n}\right)\left(\lambda-\bar{\beta}_{n}\right)}
$$

Namely we claim that the zeros and poles of $r$ occur in complex conjugate pairs. This is clear for those which are not real.

For those that are real, it is sufficient to prove that $r$ cannot have a simple zero at $\alpha$ and by dividing $h$ by $(\lambda-\alpha)^{p}$ to cancel the even orders. So we want to assume that $r$ has a simple pole at $\alpha \in \mathbb{R}$ and obtain a contradiction. If $r$ has a simple zero at $\alpha$ real, since

$$
\operatorname{det} h(\lambda) \operatorname{det} \bar{h}(\bar{\lambda})=r(\lambda)^{2},
$$

both $h$ and $h(\bar{\lambda})^{*}$ have simple poles at $\alpha$ with one-dimensional eigenspace. Let $h(\alpha) v=0$. Now let $w$ be orthogonal to $v$. Since $h(\alpha) \neq 0, h(\alpha) w \neq 0$. Also

$$
(h(\alpha) w)^{*}(h(\alpha) w)=|h(\alpha) w|^{2} \neq 0 .
$$

But

$$
\begin{aligned}
(h(\alpha) w)^{*} h(\alpha) w & =w^{*} h(\alpha)^{*} h(\alpha) w \\
& =w^{*} h(\bar{\alpha})^{*} h(\alpha) w=r(\alpha) w^{*} w=0
\end{aligned}
$$

This gives us our contradiction.
Now, define

$$
\begin{gathered}
\tilde{h}(\lambda)=\frac{\left(\lambda-\beta_{1}\right) \cdots\left(\lambda-\beta_{n}\right)}{\left(\lambda-\alpha_{1}\right) \cdots\left(\lambda-\alpha_{m}\right)} h(\lambda), \\
f(\lambda)=\tilde{h}^{-1}(1) \tilde{h}(\lambda), \\
q(\lambda)=(-1)^{n+m} \frac{\left(\lambda-\alpha_{1}\right) \cdots\left(\lambda-\alpha_{m}\right)\left(\beta_{1}\right) \cdots\left(\beta_{n}\right)}{\left(\lambda-\beta_{1}\right) \cdots\left(\lambda-\beta_{n}\right)\left(\alpha_{1}\right) \cdots\left(\alpha_{m}\right)}, \\
A=\tilde{h}(-1)^{n+m} \frac{\left(\alpha_{1}\right) \cdots\left(\alpha_{m}\right)}{\left(\beta_{1}\right) \cdots\left(\beta_{n}\right)} .
\end{gathered}
$$

With these definitions

$$
h(\lambda)=q(\lambda) A f(\lambda)
$$

To give some substance to the computations, we introduce the two-parameter family of generators for Bäcklund transformations,

$$
\begin{equation*}
h_{\gamma, \beta}(\lambda)=I+\lambda \beta \exp (-\beta \mathbf{j}) i \exp (\beta \mathbf{j}) \tag{32}
\end{equation*}
$$

Lemma 6.4. For $\gamma$ and $\beta$ real, $\beta \neq 0, h_{\gamma, \beta} \in \mathscr{A}_{s G}$.

Proof. Certainly $h_{\gamma, \beta}(0)=I$. Likewise $\lim _{\lambda \rightarrow \infty} \lambda^{-1} h_{\gamma, \beta}(\lambda)=\gamma \exp (-\beta j) i \exp (\beta j)$. Further, since $\{i, j\}=0$, we have $h_{\gamma, \beta}(\lambda) j=j h_{\gamma, \beta}(-\lambda)$. Moreover, (d) is verified by computation,

$$
\begin{aligned}
h_{\gamma, \beta}(\lambda)\left(h_{\gamma, \beta}(\bar{\lambda})\right)^{*} & =[I+\lambda \gamma \exp (-\beta j) i \exp (\beta j)][I-\lambda \gamma \exp (-\beta j) i \exp \beta j] \\
& =\left(1+(\lambda \gamma)^{2}\right) I
\end{aligned}
$$

To write in terms of the Bäcklund transformations in the harmonic map gauge, let $\phi_{\beta}=\exp (-\beta j) i \exp (\beta j)$, so $\phi_{\beta}^{2}=-I$. Then $\pi_{\beta}=\frac{1}{2}\left(I+\mathrm{i} \phi_{\beta}\right)$ is a Hermitian projection onto a one-dimensional subspace which rotates through a circle as $\beta$ moves from 0 to $\pi$,

$$
\begin{aligned}
I+\lambda \gamma \phi_{\beta} & =I+\mathrm{i} \lambda \gamma\left(I-2 \pi_{\beta}\right) \\
& =(1-\mathrm{i} \lambda \gamma) \pi_{\beta}+(1+\mathrm{i} \lambda \gamma) \pi_{\beta}^{1} \\
& =(1-\mathrm{i} \gamma \lambda)\left(\pi_{\beta}-\frac{\lambda-\mathrm{i} \gamma^{-1}}{\lambda+\mathrm{i} \gamma^{-1}} \pi_{\beta}^{1}\right) \\
& =q(\lambda) A\left(\pi_{\beta}+\mu_{\alpha-1}(\lambda) \pi_{\beta}^{1}\right) .
\end{aligned}
$$

Here $\alpha=\mathrm{i} \gamma^{-1}, \mu_{\alpha}(\lambda)$ is defined in (25), $q(\lambda)=(1-\mathrm{i} \gamma \lambda)$ and

$$
A=\pi_{\beta}-\frac{\gamma+\mathrm{i}}{\gamma-\mathrm{i}} \pi_{\beta}^{1} .
$$

This illustrates the relationship between the Bäcklund transformations in the sineGordon gauge and those in the harmonic map gauge. It is not at all clear in the harmonic map gauge that these Bäcklund transformations preserve the Grassmann condition, so the sine-Gordon gauge is an improvement from this point of view.

Proposition 6.5. Let $h \in \mathscr{A}_{\mathrm{s}}$. Then the Birkhoff factorization

$$
h(\lambda) M_{\lambda}=\left(h^{\#} M\right)_{\lambda} T_{\lambda}
$$

can always be carried out with $T_{0}=I$ to take extended canonical trivializations to canonical trivializations. Moreover, if $M_{\lambda}$ satisfies $M_{\lambda}(j)=(j) M_{-\lambda}$, so does $\left(h^{\#} M\right)_{\lambda}$.

Proof. By lemma 6.3 we have $h(\lambda)=g(\lambda) A f(\lambda)$ for $f \in \mathscr{A}_{\mathbb{R}}$. Also, we have $E_{\lambda}=$ $M_{\lambda} M_{1}^{-1}$, since $E_{\lambda}$ is the extended solution in the harmonic map gauge. Moreover, by theorem 6.3 of ref. [9], we have

$$
f(\lambda) E_{\lambda}=\left(f^{\#} E\right)_{\lambda} R_{\lambda},
$$

where $\left(f^{\#} E\right)_{\lambda}$ is smoothly defined in $f$ and $E$. Now let

$$
\begin{aligned}
h(\lambda) M_{\lambda} & =q(\lambda) A f(\lambda) E_{\lambda} M_{1}=q(\lambda) A\left(f^{\#} E\right)_{\lambda} R_{\lambda} M_{1} \\
& =\left(h^{\#} M\right)_{\lambda} T_{\lambda} .
\end{aligned}
$$

Here

$$
\begin{align*}
& \left(h^{\#} M\right)_{\lambda}=A\left(f^{\#} E\right)_{\lambda} R_{0} M_{1}  \tag{33}\\
& T_{\lambda}=q(\lambda)\left(R_{0} M_{1}\right)^{-1} R_{\lambda} M_{1} \tag{34}
\end{align*}
$$

The decomposition $h(\lambda)=q(\lambda) A f(\lambda)$ has an ambiguity, a meromorphic function which acts trivially on $E_{\lambda}$ and is absorbed into the product $q(\lambda) R_{\lambda}$, so the action is well defined. Since ( $\left.h^{*} M\right)_{\lambda}$ is obtained from an extended harmonic map by a gauge change $R_{0} M_{1}$ on the left and a constant $A$ on the right, it represents the
trivialization of a harmonic map in a gauge-invariant setting.
By construction, $T_{0}=q(0)\left(R_{0} M_{1}\right)^{-1} R_{0} M_{1}=I$. To check whether the canonical property $M_{\lambda}(p)=I$ is preserved, note that $E_{\lambda}(p)=I$ and $M_{1}(p)=I$. So $\left(f^{\#} E\right)_{\lambda}(p)=I$,

$$
\left(h^{\#} M\right)_{\lambda}(p)=A\left(f^{\#} E\right)_{\lambda}(p) R_{0}(p) M_{1}(p)=A R_{0}(p) .
$$

However, $R_{\lambda}(p)=f(\lambda)$, so $R_{0}(p)=f(0)$. But

$$
I=h(0)=q(0) A f(0)=A f(0)=A R_{0}(p)=\left(h^{*} M\right)_{\lambda}(p),
$$

since $h \in \mathscr{A}_{\mathrm{sG}}$.
Finally, the uniqueness insures us that, if $M_{\lambda} \boldsymbol{j}=\boldsymbol{j} M_{-\lambda}$ and $h(\lambda) j=j h(-\lambda)$, then $\left(h^{\#} M\right)_{\lambda}$ also has this property.

Theorem 6.6. The group $\mathscr{s}_{\mathrm{sG}}$ acts smoothly on canonical trivializations for the Lax pair for the sine-Gordon equation.

Proof. From proposition 6.5, we have a group action which carries canonical trivializations into trivializations for the harmonic map problem in a gauge-free context. Moreover, if we let $\left(h^{\#} M\right)_{\lambda}=M_{\lambda}^{\#}=M_{\lambda} T_{\lambda}^{-1}$,

$$
\begin{gather*}
\left(M_{\lambda}^{\#}\right)^{-1} \frac{\partial}{\partial \eta} M_{\lambda}^{\#}=A_{\eta}^{\#}+\lambda B_{\eta}^{\#}=\left(T_{\lambda}\left(A_{\eta}+\lambda B_{\eta}\right)-\frac{\partial T_{\lambda}}{\partial \eta}\right) T_{\lambda}^{-1}  \tag{35}\\
\left(M_{\lambda}\right)^{-1} \frac{\partial}{\partial \xi} M_{\lambda}^{\#}=A_{\xi}^{\#}+\lambda^{-1} B_{\xi}^{\#}=\left(T_{\lambda}\left(A_{\xi}+\lambda^{-1} B_{\xi}\right)-\frac{\partial T_{\lambda}}{\partial \xi}\right) T_{\lambda}^{-1} . \tag{36}
\end{gather*}
$$

Our first observation is that the commutation relation $j M_{\lambda}=M_{-\lambda} j$ implies $A^{*}$ commutes with $j$ and $B^{\#}$ anti-commutes with $j$.
Next we use the fact that $T_{\lambda}=I+\lambda T_{1}+\cdots$. So, by taking power series at 0 and (35),

$$
A_{\eta}^{\#}+\lambda B_{\eta}^{\#}=A_{\eta}+\lambda\left(B_{\eta}+\left[T_{1}, A_{\eta}\right]-\partial T_{1} / \partial \eta\right) .
$$

Since $A_{\eta}=0, A_{\eta}^{\#}=0$. Moreover, one can read off again that $B_{\eta}^{\#}$ anti-commutes with $j$.
Now, by taking (36) instead, we get

$$
\lambda^{-1} B_{\xi}^{\mathrm{\#}}+A_{\xi}^{\mathrm{\#}}=\lambda^{-1} B_{\xi}+\left(A_{\xi}+\left[T_{1}, B_{\xi}\right]\right)
$$

We conclude that $B_{\xi}=B_{\xi}^{*}=\boldsymbol{i}$.
Once we know $A_{n}^{*}=0, B_{\xi}^{\#}=i$ and the fact that $A_{\xi}^{*}$ commutes with $j$ and $B_{\eta}^{*}$ anti-commutes, the only fact we need to verify is $\left|B_{\eta}^{\#}\right|^{2}=\left|B_{\eta}\right|^{2}=2$. This we do by checking (35) using the Laurent series at $\infty$. We can assume $\lambda^{-m} T(\lambda) \sim T(\infty)$. Then from

$$
B_{\eta}^{\#}=T(\infty) B_{\eta} T(\infty)^{-1}
$$

it is obvious that

$$
\operatorname{tr}\left(B_{\eta}^{\#}\right)^{2}=\operatorname{tr}\left(B_{\eta}\right)^{2}=2
$$

It is appropriate to derive the infinitesimal formulas in two ways, both directly and from our formulas for $\delta E_{\lambda}$.

Theorem 6.7. Let $g=\delta f$ be holomorphic in a neighborhood $N_{\epsilon}$ of 0 and $\infty$ with $g(0)=0, g(\lambda)+g(\overline{)})^{*}=0$ and $g(\lambda) j=j g(-\lambda)$. Let $\Gamma_{\epsilon}$ be a pair of contours about 0 and $\infty$ in $N_{\epsilon}$ oriented counterclockwise about 0 and $\infty$. Then the induced infinitesimal action is given by

$$
M_{\gamma}^{-1} \delta M_{\gamma}=\frac{\gamma}{2 \pi \mathrm{i}} \oint_{\Gamma_{\epsilon}} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{(\lambda-\gamma) \lambda} \mathrm{d} \lambda
$$

for $\gamma$ in the region between the two contours.
Proof. Suppose we have factored smoothly

$$
h_{t}(\lambda) M_{\lambda}=\left(h_{t}^{\#} M\right)_{\lambda} T_{t, \lambda}
$$

for a one-parameter family with $\mathrm{d} /\left.\mathrm{d} t\right|_{t=0} h_{t}(\lambda)=g(\lambda)$. Here we assume $h_{t}(\lambda)$ is in a suitable extension of $\mathscr{A}_{\mathrm{sG}}$. Then, differentiating at $t=0$, we get

$$
g(\lambda) M_{\lambda}=\delta M_{\lambda}+M_{\lambda} Q_{\lambda}
$$

where $T_{0, \lambda}=I$ and $\mathrm{d} /\left.\mathrm{d} t\right|_{t=0} T_{t, \lambda}=Q_{\lambda}$. Then

$$
M_{\lambda}^{-1} g(\lambda) M_{\lambda}=M_{\lambda}^{-1} \delta M_{\lambda}+Q_{\lambda}
$$

is a decomposition of $M_{\lambda}^{-1} g(\lambda) M_{\lambda}$, which is holomorphic in punctured neighborhoods of 0 and $\infty$, into $M_{\lambda}^{-1} \delta M_{\lambda}$, which is holomorphic on $\mathbb{C}^{*}$, and $Q_{\lambda}$, which is holomorphic in neighborhoods of 0 and $\infty$. The normalization is $Q_{0}=0_{i}$ and the solution is via contour integrals. For $\gamma$ inside the neighborhoods

$$
Q_{\gamma}=-\frac{\gamma}{2 \pi \mathrm{i}} \oint_{\Gamma_{\epsilon}} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{(\lambda-\gamma) \lambda} \mathrm{d} \lambda
$$

For $\gamma$ in the complement of these neighborhoods

$$
M_{\gamma}^{-1} \delta M_{\gamma}=\frac{\gamma}{2 \pi \mathrm{i}} \oint_{\Gamma_{e}} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{(\lambda-\gamma) \lambda} \mathrm{d} \lambda
$$

The sum reduces to a small contour about $\gamma$, which is counterclockwise,

$$
M_{\gamma}^{-1} g(\lambda) \delta M_{\gamma}=\frac{\gamma}{2 \pi \mathrm{i}} \oint_{|\gamma-\lambda|=\epsilon / 2} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{(\lambda-\gamma) \lambda} \mathrm{d} \lambda
$$

which is just the Cauchy formula.
We have, in an alternative derivation,

$$
E_{\gamma^{\prime}}^{-1} \delta E_{\gamma}=\frac{(\gamma-1)}{2 \pi \mathrm{i}} \oint_{\Gamma_{\mathrm{t}}} \frac{E_{\lambda}^{-1} g(\lambda) E_{\lambda}}{(\lambda-\gamma)(\lambda-1)} \mathrm{d} \lambda
$$

for $E_{\gamma}=M_{\gamma} \cdot M_{1}^{-1}$ in the harmonic map gauge. So

$$
M_{\gamma}^{-1} \delta M_{\gamma}=M_{1}^{-1} E_{\gamma}^{-1} \delta E_{\gamma} M_{1}+M_{1}^{-1} \delta M_{1}
$$

This gives us the formula

$$
M_{\gamma}^{-1} \delta M_{y}=\frac{\gamma-1}{2 \pi \mathrm{i}} \oint_{\Gamma_{\mathrm{t}}} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{(\lambda-\gamma)(\lambda-1)} \mathrm{d} \lambda+M_{\mathrm{l}}^{-1} \delta M_{\mathrm{I}}
$$

If we prescribe the gauge variation

$$
M_{1}^{-1} \delta M_{1}=\frac{1}{2 \pi \mathrm{i}} \oint \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{(\lambda-1) \lambda} \mathrm{d} \lambda
$$

then we obtain the correct formula also.

Corollary 6.8. We claim

$$
q_{\infty} j=+\frac{1}{2 \pi \mathrm{i}} \oint_{\Gamma_{\epsilon}} \frac{M_{\lambda}^{-1} q(\lambda) M_{\lambda}}{\lambda} \mathrm{d} \lambda
$$

for a function $q$ on $\mathrm{E}^{1,1}$. If $u$ is the solution of the sine-Gordon equation

$$
\frac{\partial}{\partial \xi} \frac{\partial}{\partial \eta} u+2 \sin (2 u)=0
$$

corresponding to $M_{\lambda}$, then $q$ solves the linearization

$$
\frac{\partial}{\partial \xi} \frac{\partial}{\partial \eta} q+4 \cos (2 u) q=0
$$

Proof. We claim that $q$ is just the variation $\delta u$ of $u$ associated to $\delta M_{\lambda}$. The formula for $Q_{\infty}=\mathrm{d} /\left.\mathrm{d} t\right|_{t=0} T_{t, \infty}$ is just

$$
Q_{\infty}=-\frac{1}{2 \pi \mathrm{i}} \oint_{\Gamma_{\mathrm{t}}} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{\lambda} \mathrm{d} \lambda
$$

But $Q_{\infty} \boldsymbol{j}=\boldsymbol{j} Q_{\infty}, Q_{\infty}=q \boldsymbol{j}$,

$$
B_{\eta}^{\prime}=\exp \left(-u_{t} j\right) i \exp \left(u_{t} j\right)=T_{t, \infty}\left(B_{\eta}\right) T_{t, \infty}^{-1}
$$

It is not difficult to see that

$$
\delta u j=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} u_{t} j=-\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} T_{t, \infty}=-Q_{\infty}
$$

This can be checked directly also, since, if

$$
Q=q j=\frac{1}{2 \pi \mathrm{i}} \oint_{\Gamma_{t}} \frac{M_{\lambda}^{-1} g(\lambda) M_{\lambda}}{\lambda} \mathrm{d} \lambda
$$

then

$$
\frac{\partial Q}{\partial \xi}=\frac{1}{2 \pi \mathrm{i}} \oint_{\Gamma_{t}}\left[M_{\lambda}^{-1} g(\lambda) M_{\lambda}, A_{\eta}\right] \mathrm{d} \lambda
$$

Working this out, we get that

$$
\begin{aligned}
\frac{\partial^{2} q j}{\partial \xi \partial \eta}=\frac{\partial^{2} Q}{\partial \xi \partial \eta} & =\frac{1}{2 \pi \mathrm{i}} \oint_{\Gamma_{\mathrm{t}}}\left[\left[\frac{M_{\lambda}^{-1} q(\lambda) M_{\lambda}}{\lambda}, A_{\eta}\right], i\right] \mathrm{d} \lambda \\
& =q[[j, \exp (-u j) i \exp (u j)], i] \\
& =2 q[\exp (-u \mathbf{j}) k \exp (u j), i] \\
& =-2 q(\exp (w u j)+\exp (-2 u j)) j \\
& =-2 q \cos (2 u) \boldsymbol{j}
\end{aligned}
$$

as claimed.

We conclude this section by asserting that the action of the "simple" factors $h_{\gamma, \beta}$ generates a two-parameter family of solutions which precisely corresponds to the classical two-parameter family of Bäcklund transformations for the sine-Gordon equation. There are many ways to perform the calculations. The choice of $\alpha$ corresponds to an initial condition which may vary with the choice of $M_{\lambda}$.

Lemma 6.9. Let $h(\lambda)=h_{\gamma, \beta}(\lambda)=I+\lambda \gamma \exp (-\alpha j) i \exp (\alpha j)$. Then the new Lax pair for $\left(H_{\gamma, \beta}^{\#} M\right)_{\lambda}$, where $M_{\lambda}$ is a canonical trivialization for the solution $u$ of the sine-Gordon equation, has the form

$$
\begin{gathered}
T_{\lambda}^{-1}\left(\lambda \mathrm{e}^{-u \boldsymbol{j}} \boldsymbol{i} \mathrm{e}^{u j} T_{\lambda}+\frac{\partial T}{\partial \eta} \lambda\right)=\lambda \mathrm{e}^{-w j} \boldsymbol{i} \mathrm{e}^{w j} \\
T_{\lambda}^{-1}\left[\left(\lambda^{-1} \boldsymbol{i}+\frac{\partial u}{\partial \xi} j\right) T_{\lambda}+\frac{\partial T}{\partial \xi} \lambda\right]=\lambda^{-1} \boldsymbol{i}+\frac{\partial w}{\partial \xi} \boldsymbol{j}
\end{gathered}
$$

where $T_{\lambda}=I+\gamma \lambda \exp (-w j) i \exp (v j)$. Here $w: \mathrm{E}^{1,1} \rightarrow R$ is the new solution, $v: \mathrm{E}^{1,1} \rightarrow R$ is an auxiliary function.

Proof. According to our factorization procedure, $\left(h^{\#} M\right) \lambda$ is formed from $M_{\lambda}$ by

$$
\left(h^{\#} M\right)_{\lambda}=h(\lambda) M_{\lambda} T_{\lambda}^{-1}
$$

where $h$ and $T$ have poles and zeros as maps into $\operatorname{PSL}(2, \mathbb{C})$ at points which must correspond to each other. Since $h$ has poles and zeros only at $\lambda= \pm \mathrm{i} \gamma^{-1}$, the same must be true for $T$. Moreover, the normalization procedure requires $T_{\lambda}(0)=I$. The requirement that $T_{\lambda} j=j T_{-\lambda}$ fixes the form of $T_{\lambda}$ as written. This is the same calculation as for Bäcklund transformations for the Euclidean harmonic map problem done in chapter 5 of our previous paper [9].

Theorem 6.10. Let $h_{y, \beta}$ be a generator of a Bäcklund transformation. Then the new extended solution has the form

$$
\left(h^{\#} M\right)_{\lambda}=h(\lambda) M_{\lambda} T_{\lambda},
$$

where $T_{\lambda}=I+\lambda \gamma \exp (-v j) i \exp (\nu j)$. Moreover $v: \mathrm{E}^{1,1} \rightarrow \mathbb{R}$ solves the coupled pair of equations

$$
\gamma \frac{\partial v}{\partial \eta}+\sin 2(u-v)=0, \quad \frac{\partial}{\partial \xi}(v-u)+\gamma \sin 2 v=0
$$

and $w=2 v-u$ is the new solution to the sine-Gordon equation.
Proof. We work first with the equation

$$
T_{\lambda}^{-1}\left(\lambda \mathrm{e}^{-u j_{i}} \mathrm{e}^{u j}\right) T_{\lambda}+T_{\lambda}^{-1} \frac{\partial T_{\lambda}}{\partial \eta}=\lambda \mathrm{e}^{-w j_{i}} \mathrm{e}^{w j} .
$$

According to the lemma

$$
T_{\lambda}=I+\gamma \lambda \mathrm{e}^{-\nu j} \boldsymbol{i} \mathrm{e}^{\nu \boldsymbol{j}} .
$$

An easy calculation shows that

$$
T_{\lambda}^{-1}=\left(1+\gamma^{2} \lambda^{2}\right)^{-1}\left(I-\gamma \lambda \mathrm{e}^{-\nu j} \boldsymbol{i} \mathrm{e}^{\nu \boldsymbol{j}}\right)
$$

Substitute for $T_{\lambda}$ and $T_{\lambda}^{-1}$ and do the calculations carefully, remembering $\boldsymbol{i j}+\boldsymbol{j} \boldsymbol{i}=\mathbf{0}$ and $i \exp (v j)=\exp (-v j) i$. We get then

$$
\begin{aligned}
& \lambda\left(\mathrm{e}^{-2 u j}-2 \gamma \mathrm{e}^{-2 v j} \frac{\partial v}{\partial \eta} j\right) i \\
& \quad+\lambda^{2}\left(\gamma \mathrm{e}^{2(u-\nu) j}-\mathrm{e}^{2(v-u) j}+2 \gamma^{2} j \frac{\partial v}{\partial \eta}\right) \\
& \quad+\lambda^{3} \gamma^{2} \mathrm{e}^{(-4 v+2 u) j} \boldsymbol{i} \\
& \quad=\left(1+\gamma^{2} \lambda^{2}\right) \lambda \mathrm{e}^{-w j} i \mathrm{e}^{w j}
\end{aligned}
$$

Clearly the single coefficient of $\lambda^{2}$ must vanish. Since

$$
\mathrm{e}^{2(u-v) j}-\mathrm{e}^{-2(u-v) j}=2 \sin 2(u-v) j
$$

this is equivalent to

$$
\gamma \frac{\partial v}{\partial \eta}+\sin 2(u-v)=0
$$

Substitute this into the coefficient of $\lambda$ and it becomes

$$
\mathrm{e}^{-2 u j}+\mathrm{e}^{-2 v j}\left(\mathrm{e}^{2(u-v) j}-\mathrm{e}^{2(v-u) j}\right) \boldsymbol{i}=\mathrm{e}^{(2 u-4 v) j} \boldsymbol{i}
$$

This agrees with the coefficient of $\lambda^{3} \gamma^{2}$, and can be rearranged as $\exp [(-2 v+u) j] i \exp [(2 v-u) j]$. Setting $w=2 v-u$ as in the theorem makes the equation correct.

Now follow the same format for the second pair of equations,

$$
T_{\lambda}^{-1}\left[\left(\lambda^{-1} \boldsymbol{i}+\frac{\partial u}{\partial \xi} \boldsymbol{j}\right) T_{\lambda}+\frac{\partial}{\partial \xi} T_{\lambda}\right]=\lambda^{-1} \boldsymbol{i}+\frac{\partial w}{\partial \xi} \boldsymbol{j}
$$

Multiply the equation as before by $1+\lambda^{2} \gamma^{2}$. Then expanding each side in powers of $\lambda$,

$$
\begin{aligned}
& i \lambda^{-1}+\gamma\left(\mathrm{e}^{-2 v j}-\mathrm{e}^{2 v j}\right)+\frac{\partial u}{\partial \xi} j \\
& \quad+\lambda\left(2 \gamma j \mathrm{e}^{-2 v j} \frac{\partial(u-v)}{\partial \xi}+\gamma^{2} \mathrm{e}^{-4 v j}\right) i \\
& \quad+\lambda^{2} \gamma^{2}\left(-\frac{\partial u}{\partial \xi}+2 \frac{\partial v}{\partial \xi}\right) j \\
& \quad=\left(\lambda^{-1} i+\frac{\partial w}{\partial \xi} j\right)\left(1+\lambda^{2} \gamma^{2}\right)
\end{aligned}
$$

When we equate coefficients of $\lambda^{-1}$ they agree. Equating coefficients of $\lambda^{2}$ agrees with setting $w=2 v-u$. Equate coefficients of $\lambda$ to get

$$
\begin{gathered}
2 \gamma^{-1} \boldsymbol{j} \mathrm{e}^{-2 v j} \frac{\partial(u-v)}{\partial \xi}+\mathrm{e}^{-4 v j}=1 \\
\gamma^{-1} \frac{\partial(u-v)}{\partial \xi}-\sin 2 v=0
\end{gathered}
$$

Substitute in the coefficient of $\lambda^{0}$ to get

$$
-2 \gamma \sin 2 v j+\frac{\partial u}{\partial \xi} j=\frac{\partial}{\partial \xi}(2 v-u) j=\frac{\partial}{\partial \xi} w j
$$

Hence we have a consistent set of equations equivalent to those given in the theorem.

It should be noted that the equations of theorem 6.10 are more familiar when written in terms of $w$. Then

$$
\begin{aligned}
& 2 v=w+u, \quad 2(v-u)=w-u \\
& \gamma \frac{\partial(w+u)}{\partial \eta}-2 \sin (w-u)=0 \\
& \frac{\partial}{\partial \xi}(w-u)+2 \gamma \sin (w+u)=0
\end{aligned}
$$

The unusual factors of 2 appear due to our different coefficient ( $\partial \partial / \partial \xi \partial \eta$ ) $w$ $+2 \sin (2 w)=0$. These equations are the equations of the classical Bäcklund transformation, normalized for our coefficients.
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